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ABSTRACT
The empirical Bayes (EB) method is commonly used by transportation safety analysts for conducting different types of safety analyses, such as before-after studies and hotspot analyses. The method has numerous benefits including its relative ease of implementation and accounting for the regression-to-the-mean bias. To date, most implementations of the EB method have been applied using a negative binomial (NB) model, as it can easily accommodate the overdispersion commonly observed in crash data. Recent studies have shown that a generalized finite mixture of NB models with K mixture components (GFMNB-K) can also be used to model crash data subjected to overdispersion and generally offers better statistical performance than the traditional NB model (1-component). So far, nobody has developed how the EB method could be used with finite mixtures of NB models. The main objective of this study is therefore to use a GFMNB-K model in the calculation of EB estimates. Specifically, GFMNB-K models with varying weight parameters are developed to analyze crash data from Indiana and Texas. The main finding shows that the rankings produced by the NB and GFMNB-2 models for hotspot identification are often quite different, and this was especially noticeable with the Texas dataset. Finally, a simulation study designed to examine which model formulation can better identify the hotspot is recommended as our future research.
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1. INTRODUCTION
Due to the high societal and monetary losses associated with motor-vehicle crashes, much work has been done to investigate factors associated with crash frequencies and crash severities (Chen et al., 2016, Zou et al.). In the former case, development of models to predict the crash frequency for a given entity in the transportation network has received a tremendous amount of attention in the safety-related literature. These modeling efforts have improved over time as advances have been made to overcome a variety of “data and methodological issues.” One such issue commonly experienced in crash data is overdispersion (i.e., the variance of the crash count data is greater than the mean) (Lord and Mannering, 2010, Mannering and Bhat, 2014). Early efforts to handle overdispersion in crash frequency modeling applied negative binomial (NB) (or Poisson-gamma) models (Maycock and Hall, 1984, Hauer et al., 1988). In fact, the negative binomial model is still commonly used today due to its simplicity in estimation via common statistical software packages and due to its simple relationship between the mean and the variance (Lord and Mannering, 2010, Park et al., 2012). Although the NB model can account for overdispersion in crash data, it is far from the only type of model capable of doing so. A variety of other mixed-Poisson models including the Poisson inverse Gaussian (PIG) model (Zha et al., 2014), the Poisson-lognormal model (Connors et al., 2013, Miranda-Moreno et al., 2005, Aguero-Valverde and Jovanis, 2008), the Poisson-Weibull model (Connors et al., 2013, Cheng et al., 2013), the Negative Binomial-Lindley (Geedipally et al., 2012), the Negative Binomial-Generalized Exponential (Vangala et al., 2015) and Sichel model (Zou et al., 2013a) have been applied in crash frequency modeling tasks where overdispersion was present. Although the aforementioned model specifications can be used to describe heterogeneity in crash data, they have limitations in fully accounting for it, especially when some important crash-related factors (i.e., physiological characteristics of drivers, etc.) are difficult to obtain. In such cases, the finite mixture (or latent class) model is considered as one of the major approaches for characterizing the unobserved heterogeneity in the crash data (Mannering et al., 2016). Recently, the generalized Waring model has also been proposed to characterize unobserved heterogeneity (Peng et al., 2014).

According to Frühwirth-Schnatter (2006), the application of finite mixture models can be traced back to 1943. In transportation, such models (in the form of finite mixture models or latent-class models) have been used in both operational and safety applications (Jun, 2010, Xiong and Mannering, 2013, Eluru et al., 2012, Yasmin et al., 2014, Ding et al., 2015, Zou et al., 2017, Tang et al., 2017). In recent years, finite mixtures of regression models have been used in crash prediction applications. Specifically, Park and Lord (2009) compared finite mixtures of Poisson and negative binomial regression models to a traditional negative binomial regression model in an application involving crash data collected at intersections in Toronto. They noted that the data appeared to arise from two sub-populations (defined primarily by annual average daily traffic (AADT) volumes on minor approaches) and the finite mixture of NB models was able to “provide the nature of the over-dispersion in the data”. Park et al. (2014) further investigated the relative performance of the finite mixture model and the NB model in terms of hotspot identification. Zou et al. (2014) studied the effects of varying weight parameters for a finite mixture of NB regression models and found that allowing the weight parameters to vary led to better goodness-of-fit and understanding of the overdispersion present in the crash data. More recently, Park et al. (2016) developed crash modification factors using a finite mixture modeling approach. Some covariates were found to have non-linear relationships with crash frequency, and interactive effects were captured in the finite mixture framework. Overall, the results derived from finite mixture models are more reasonable than that of the commonly used NB model.

In terms of applications of crash prediction models, perhaps the two most common are in hotspot identification and for before-after studies (Persaud et al., 2010). In the former case,
the goal is to identify locations that could benefit from implementation of safety treatments, while in the latter case, the goal is to determine the efficacy of an implemented safety treatment. In order to accomplish either of the aforementioned activities, the empirical Bayesian (EB) method has been the common choice (Hauer, 1997). The EB method combines a site’s historical crash record with the expected number of crashes estimated from a safety performance function (SPF) for similar sites, and thus it is relatively insensitive to random variations in crash frequency. The EB method can correct for the regression-to-the-mean bias, and it is relatively easy to implement compared to the full Bayesian (FB) approach (Hauer et al., 2002, Zou et al., 2013a). Despite these benefits, the EB method can still be biased in specific cases, and readers are referred to (Lord and Kuo, 2012) for additional information as these issues are outside the scope of this study. When applying the EB method, the occurrence of crashes at a site is usually assumed to be Poisson distributed with rate parameter \( \lambda \). The distribution of the parameter \( \lambda \) is commonly assumed to follow a gamma distribution, in turn giving rise to Poisson-gamma (i.e., NB) regression models commonly used in the EB method (Hauer, 1992, Hauer, 1997, Cheng and Washington, 2005, Cheng and Washington, 2008). Nonetheless, there is no guarantee that the parameter \( \lambda \) is truly gamma distributed. The EB method has been applied with other mixed-Poisson models, such as the Sichel model, in place of the traditional NB model (Hauer, 1997, Zou et al., 2013a).

In this study, to accommodate the heterogeneity of crash data, the finite mixture of K-component NB regression models with varying weight parameters (GFMNB-K) is used. The primary goal of this paper is to develop the EB method when applying the GFMNB-K model and demonstrate how the EB method can be used for this model with actual crash datasets. Following the procedure in (Zou et al., 2013a), EB estimates obtained from the traditional NB model are compared to those obtained from the finite mixture of NB models. Key components of the investigation include a discussion of the component weights for the GFMNB-K models, a comparison of the predicted crash mean and variance values between the two models (i.e., NB versus GFMNB-K), and an examination of the model performances in terms of hotspot identification.

2. METHODOLOGY
The following section provides the derivations for the EB estimates from both the traditional NB and GFMNB-K regression models. Further, the parameter estimation method for the GFMNB-K model is outlined.

2.1. Derivation of EB estimate from NB regression model
Let \( y_i \) denote the number of crashes and \( \lambda_i \) denote the crash rate for site \( i \). In the NB regression model, we assume that \( y_i \) follows the Poisson distribution with the mean crash rate \( \lambda_i \) and, again \( \lambda_i \) follows the gamma distribution with shape parameter \( \phi \) and rate parameter \( \phi/\mu_i \) (where, \( \mu_i = \exp(\mathbf{x}_i \mathbf{\beta}) \)). In statistical notation, we have the following:

\[
\begin{align*}
y_i | \lambda_i & \sim \text{Poisson}(\lambda_i) \quad (1) \\
\lambda_i | \phi, \mathbf{\beta} & \sim \text{Gamma}(\phi, \phi/\mu_i) \quad (2)
\end{align*}
\]

Here, we can see that \( E(\lambda_i) = \mu_i \) and \( \text{Var}(\lambda_i) = \mu_i^2 / \phi \). Note that \( \phi \) is the shape parameter of the gamma distribution.

In what follows, without loss of generality we omit the subscript \( i \). The joint distribution of \( (y, \lambda) \) has the following probability mass function (pmf):

\[
p(y, \lambda) = p(y|\lambda)p(\lambda) \quad (3)
\]
The marginal distribution of the number of crashes, \( p(y) \), is obtained as follows:

\[
p(y) = \int_0^\infty p(y|\lambda)p(\lambda)d\lambda
\]

\[
= \frac{(\phi/\mu)^\phi}{\Gamma(\phi)} \frac{\Gamma(\gamma+\phi)}{\Gamma(\gamma+1)\Gamma(\phi)} \lambda^{\gamma+\phi-1} e^{-\lambda(1+\phi/\mu)}
\]

(4)

(5)

Here, the integrand, \( \lambda^{\gamma+\phi-1} e^{-\lambda(1+\phi/\mu)} \), is a kernel of \( \text{Gamma}(\gamma + \phi, 1 + \phi/\mu) \) for \( \lambda \). Thus, the following is true:

\[
\frac{(1+\phi/\mu)^{\gamma+\phi}}{\Gamma(\gamma+\phi)} \int_0^\infty \lambda^{\gamma+\phi-1} e^{-\lambda(1+\phi/\mu)}d\lambda = 1
\]

(6)

(7)

Therefore,

\[
p(y) = \frac{(\phi/\mu)^\phi}{\Gamma(\gamma+1)\Gamma(\phi)} \frac{\Gamma(\gamma+\phi)}{\Gamma(\gamma+1)\Gamma(\phi)} \lambda^{\gamma+\phi-1} e^{-\lambda(1+\phi/\mu)}
\]

(8)

(9)

The aforementioned expression for \( p(y) \) is the pmf for the negative binomial distribution. The marginal mean and variance of \( y \) are obtained from the following relationships:

\[
E(y) = E\{E(y|\lambda)\} = E(\lambda) = \mu
\]

(10)

\[
Var(y) = E\{Var(y|\lambda)\} + Var\{E(y|\lambda)\} = \mu + \mu^2/\phi
\]

Next, the posterior distribution of \( \lambda \) given \( y \) is expressed as follows:

\[
p(\lambda|y) \propto p(y|\lambda)p(\lambda)
\]

\[
\propto \lambda^{\gamma+\phi-1} e^{-\lambda(1+\phi/\mu)}
\]

(11)

(12)

(13)

(14)

Here, \( \lambda^{\gamma+\phi-1} e^{-\lambda(1+\phi/\mu)} \) is a kernel of \( \text{Gamma}(\gamma + \phi, 1 + \phi/\mu) \) for \( \lambda \). Therefore, the following is true:

\[
\lambda|y \sim Gamma(y + \phi, 1 + \phi/\mu)
\]

(15)

\[
E(\lambda|y) = \frac{y+\phi}{1+\phi/\mu}
\]

(16)
\[ E(\lambda|y) = \frac{\mu}{\mu + \phi} E(\lambda) + \frac{\phi}{\mu + \phi} \mu \]  

(17)  

\[ Var(\lambda|y) = \left( \frac{\mu}{\mu + \phi} \right)^2 E(\lambda|y) \]  

(18)  

Ultimately, \( E(\lambda|y) \) is the EB estimate for site \( i \) with \( \frac{\phi}{\mu + \phi} \) as a weighting factor. In the EB method, the parameters \( \phi \) and \( \mu \) are estimated from existing data through use of the NB regression model. Such procedure is different from that used in the FB method where hyper-prior distributions are set on the aforementioned parameters that themselves depend on a set of higher-level parameters.

2.2. Derivation of EB estimate from GFMNB-K regression model

In this section, the posterior distribution of \( \lambda \) given \( y \) under the GFMNB-K is derived. As in the traditional NB regression model, we assume that \( y \) follows the Poisson distribution with the mean crash rate \( \lambda \), and the \( \lambda \), in this case, follows a K-component finite mixture of gamma distributions as follows:

\[ y|\lambda \sim \text{Poisson}(\lambda) \]  

(19)  

\[ p(\lambda) = \sum_{K=1}^{K} \pi_k p_k(\lambda) \]  

(20)  

where, \( p_k(\lambda) \sim \text{Gamma}(\phi_k, \phi_k/\mu_k) \), \( \pi_k > 0 \) and \( \sum \pi_k = 1 \). Here, we can see that \( E(\lambda) = \sum \pi_k \mu_k \) and \( Var(\lambda) = \sum \pi_k \mu_k^2 (1 + \frac{1}{\phi_k}) - E(\lambda)^2 \).

Analogous to Gharib (1995), where two components were considered, the marginal distribution of the number of crashes, \( p(y) \) can be derived as follows:

\[ p(y) = \int_0^\infty p(y|\lambda)p(\lambda)d\lambda \]  

(21)  

\[ = \int_0^\infty \frac{\lambda^y e^{-\lambda}}{y!} \cdot p(\lambda)d\lambda \]  

(22)  

\[ = \sum_{K=1}^{K} \left\{ \pi_k \frac{\phi_k}{\gamma(\phi_k)} \cdot \lambda^{y+\phi_k-1} e^{-\lambda(1+\phi_k/\mu_k)} d\lambda \right\} \]  

(23)  

\[ = \sum_{K=1}^{K} \left\{ \pi_k \frac{\Gamma(y+\phi_k)}{\Gamma(y+1)\Gamma(\phi_k)} \left( \frac{\phi_k}{\mu_k+\phi_k} \right)^{\phi_k} \left( \frac{\mu_k}{\mu_k+\phi_k} \right)^{\mu_k} \right\} \]  

(24)  

Hence, the distribution of \( p(y) \) is in the form of GFMNB-K regression model (Park and Lord, 2009). Note that the NB regression model is a special case of GFMNB-K regression model with \( K=1 \).

The marginal mean and variance of \( y \) are obtained from the following relationships:

\[ E(y) = E(E(y|\lambda)) = E(\lambda) = \sum_{K=1}^{K} \pi_k \mu_k \]  

(25)  

\[ Var(y) = E(Var(y|\lambda)) + Var(E(y|\lambda)) \]  

(26)
\[ = E(y) + \left\{ \sum_{k=1}^{K} \pi_k \mu_k^2 \left( 1 + \frac{1}{\phi_k} \right) - E(y)^2 \right\} \quad (27) \]

Next, the posterior distribution of \( \lambda \) given \( y \) is expressed as follows:

\[
p(\lambda \mid y) = \frac{p(y, \lambda)}{p(y)} = \frac{p(y \mid \lambda) p(\lambda)}{p(y)} \quad (28)
\]

\[
= \sum_{k=1}^{K} \pi_k p(y \mid \lambda) p(\lambda) \quad (29)
\]

\[
= \sum_{k=1}^{K} \pi_k p(\lambda \mid y) p(\lambda) \quad (30)
\]

\[
= \sum_{k=1}^{K} w_k(y) \cdot p_k(\lambda \mid y) \quad (31)
\]

where, \( p_k(\lambda \mid y) = \frac{p(y \mid \lambda) p_k(\lambda)}{p_k(y)} \) is the “\( k \)-th group posterior” – the posterior distribution if the prior were \( p_k(\lambda) \). Additionally, \( w_k(y) = \frac{\pi_k p_k(y)}{p(y)} \) is the posterior probability that \( y \) was drawn from group \( k \) (Muralidharan, 2010).

Hence, the posterior distribution of \( \lambda \) given \( y \) is:

\[
\lambda \mid y \sim \sum_{k=1}^{K} w_k(y) \cdot p_k(\lambda \mid y) \quad (32)
\]

\[
E(\lambda \mid y) = \sum_{k=1}^{K} w_k(y) \cdot E_k(\lambda \mid y) \quad (33)
\]

\( E(\lambda \mid y) \) is the EB estimate for site \( i \). In a Poisson-gamma mixture (NB) model, \( E_k(\lambda \mid y) = \left( \frac{\mu_k}{\mu_k + \phi_k} \right) y + \left( \frac{\phi_k}{\mu_k + \phi_k} \right) \mu_k \) as in Eq. 17. Hence, \( E(\lambda \mid y) \) is expressed as follows:

\[
E(\lambda \mid y) = \sum_{k=1}^{K} w_k(y) \left\{ \left( \frac{\mu_k}{\mu_k + \phi_k} \right) y + \left( \frac{\phi_k}{\mu_k + \phi_k} \right) \mu_k \right\} \quad (34)
\]

\[
Var(\lambda \mid y) = \sum_{k=1}^{K} w_k(y) \left\{ E_k(\lambda \mid y)^2 + \left( \frac{\mu_k}{\mu_k + \phi_k} \right) E_k(\lambda \mid y) \right\} - E(\lambda \mid y)^2 \quad (35)
\]

where \( w_k(y) = \frac{\pi_k p_k(y)}{p(y)} \) and \( \pi_k \) is parameterized as a function of covariates.

2.3. Parameter estimation method

Finite mixture models can be estimated two ways: the maximum likelihood estimation (MLE) method and the Bayesian method. Previously, Park and Lord (Park and Lord, 2009) adopted the Bayesian framework with data augmentation and Markov Chain Monte Carlo (MCMC) techniques to estimate a finite mixture of NB regression models. Maximum likelihood estimation and the Bayesian method both have their advantages and disadvantages (see discussion in (McLachlan and Peel, 2004, Frühwirth-Schnatter, 2006)). For example, the Bayesian method with MCMC techniques can be computationally demanding and complications can arise due to the label switching problem (Park and Lord, 2009, Frühwirth-Schnatter, 2006). The MLE method, on the other hand, is not guaranteed to converge to a global maximum, and thus it requires many different initial points in an effort to achieve the global maximum. In this study, the MLE approach with application of the Expectation Maximization (EM) algorithm was used to estimate the model parameters. When estimating the mixture
models, the solutions of the likelihood function depends on the initial values and each initial value corresponds to its own maximum (i.e., solution) of the likelihood function; that is, multiple local maximum values can be found. In such cases where a known, consistent estimator of \( \Theta \) (here, \( \Theta \) denotes the root that maximizes the log likelihood, although in general it could be any parameter/vector of parameters) cannot be found, one may intuitively select the largest of the local maxima found as the root of the likelihood function (McLachlan and Peel, 2004). In order to attempt to achieve the global maximum, the searching process was repeated 20 times using various random initial values, and the optimal root that corresponded to the largest value of likelihood function was selected. A detailed discussion about the parameter estimation method of this method is described in (Zou et al., 2013b).

3. DATA DESCRIPTION
This section introduces the two crash datasets (i.e., Indiana data and Texas data) used in this study.

3.1. Indiana Data
The Indiana dataset contains crash records from 338 rural interstate roadway sections in that state over a five-year period (from year 1995 to 1999). The explanatory variables considered in the modeling results section are provided in Table 1. A total of 5,737 crashes occurred on 218 out of the 338 roadway segments during the five years over which data were collected; the other 120 segments (36%) in the dataset experienced no reported crashes. Interested readers can see Washington et al. (2010) for a complete list of variables in this dataset.

Table 1. Summary statistics of variables in Indiana data

<table>
<thead>
<tr>
<th>Variables</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean(SD(^\dagger))</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of crashes over five years period</td>
<td>0</td>
<td>329</td>
<td>16.97 (36.30)</td>
<td>5737</td>
</tr>
<tr>
<td>Average daily traffic over five years (F)</td>
<td>9442</td>
<td>143422</td>
<td>30237.6 (28776.4)</td>
<td></td>
</tr>
<tr>
<td>Minimum friction reading in the road section over the 5-year period (FR)</td>
<td>15.9</td>
<td>48.2</td>
<td>30.51 (6.67)</td>
<td></td>
</tr>
<tr>
<td>Pavement surface type (1: asphalt, 0: concrete) (PT)</td>
<td>0</td>
<td>1</td>
<td>0.77 (0.42)</td>
<td></td>
</tr>
<tr>
<td>Median width (in feet) (MW)</td>
<td>16</td>
<td>194.7</td>
<td>66.98 (34.17)</td>
<td></td>
</tr>
<tr>
<td>Presence of median barrier (1: present, 0: absent) (BR)</td>
<td>0</td>
<td>1</td>
<td>0.16 (0.37)</td>
<td></td>
</tr>
<tr>
<td>Interior rumble strips (1: present, 0: absent) (RS)</td>
<td>0</td>
<td>1</td>
<td>0.72 (0.45)</td>
<td></td>
</tr>
<tr>
<td>Segment length (in miles) (L)</td>
<td>0.009</td>
<td>11.53</td>
<td>0.89 (1.48)</td>
<td>300.09</td>
</tr>
<tr>
<td>Number of lanes (NL)</td>
<td>2</td>
<td>3</td>
<td>2.089(0.28)</td>
<td></td>
</tr>
<tr>
<td>Outside shoulder width (in feet) (OSW)</td>
<td>6.20</td>
<td>21.80</td>
<td>11.28(1.74)</td>
<td></td>
</tr>
<tr>
<td>Speed limit (mph) (SL)</td>
<td>50</td>
<td>65</td>
<td>63.09(3.91)</td>
<td></td>
</tr>
</tbody>
</table>

NOTE: \(^\dagger\) Standard deviation.
3.2. Texas Data
The Texas crash dataset contains crash data collected over a five-year (1997-2001) from a total of 1,499 four-lane undivided rural road segments. The data were collected as a part of the National Cooperative Highway Research Program (NCHRP) 17-29 research project (Lord et al., 2008). The minimum segment length was 0.10 mile while the maximum length reached up to 6.28 miles, and the average length was 0.55 mile. Overall, a total of 4,253 crashes were reported to have occurred on 946 of the segments; the other 553 segments (37%) had no reported crashes. Table 2 presents the summary statistics of variables in the Texas dataset.

Table 2. Summary statistics of variables in Texas data

<table>
<thead>
<tr>
<th>Variables</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean(SD)</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of crashes (five years)</td>
<td>0</td>
<td>97</td>
<td>2.84(5.69)</td>
<td>4253</td>
</tr>
<tr>
<td>Average daily traffic over five-year period (F)</td>
<td>42</td>
<td>24800</td>
<td>6613.61 (4010.01)</td>
<td></td>
</tr>
<tr>
<td>Lane width (in feet) (LW)</td>
<td>9.75</td>
<td>16.5</td>
<td>12.57(1.59)</td>
<td></td>
</tr>
<tr>
<td>Total shoulder width (in feet) (SW)</td>
<td>0</td>
<td>40</td>
<td>9.96(8.02)</td>
<td></td>
</tr>
<tr>
<td>Curve density (curves per mile) (CD)</td>
<td>0</td>
<td>18.07</td>
<td>1.43 (2.35)</td>
<td></td>
</tr>
<tr>
<td>Length of segment (in miles) (L)</td>
<td>0.1</td>
<td>6.28</td>
<td>0.55(0.67)</td>
<td>830.49</td>
</tr>
</tbody>
</table>

NOTE: † Standard deviation.

4. MODELING RESULTS
In section 4, the modeling results and the EB estimates of the NB and GFMNB-K models are provided using the two datasets. The GAMLSS.MX package in the software R (Rigby and Stasinopoulos, 2009) was used to estimate the NB and GFMNB-K models.

4.1. Comparison of EB Estimates from NB and GFMNB-K Models using Indiana Data
The modeling results for two models using the Indiana data are presented in this section. In the modeling process, the segment length was treated as an offset variable. Then, the mean functional form for the standard NB model is adopted as follows:

\[
\mu_i = \beta_0 L_i F_i e^{\beta_1 FR_i + \beta_2 PT_i + \beta_3 MW_i + \beta_4 BR_i + \beta_5 RS_i + \beta_6 NL_i + \beta_7 OSW_i + \beta_8 SL_i}
\]

(36)

where, \( \mu_i \) is the expected crash frequency for segment i; \( L_i \) is the segment length (miles) of segment i; \( F_i \) is the average daily traffic (average over five years) on segment i; \( FR_i \) is the minimum friction reading for segment i; \( PT_i \) is the pavement surface type for segment i; \( MW_i \) is the median width for segment i; \( BR_i \) is the presence of median barrier for segment i; \( RS_i \) is the presence of interior rumble strips for segment i; \( NL_i \) is the number of lane for segment i; \( OSW_i \) is the outside shoulder width for segment i; and, \( \beta = (\beta_0, \beta_1, \beta_2, \beta_3, \beta_4, \beta_5, \beta_6, \beta_7, \beta_8, \beta_9)^T \) is the vector of estimated coefficients.

For the considered explanatory variables, a backward variable selection algorithm was applied to exclude the insignificant variables. After excluding the insignificant variables, the results for the Indiana data using the NB model are provided in Table 3. When estimating the GFMNB-K model, in order to guarantee the convergence criterion for the EM algorithm, only statistically significant independent variables listed in Table 3 are used.
For the GFMNB-K model, the component-wise mean functional form is defined as follows:

$$\mu_{k,i} = \beta_{k,0}L_i F_i^{\frac{k}{k_i}} e^{\beta_{k,1}L_i + \beta_{k,2}F_i + \beta_{k,3}M_i + \beta_{k,4}B_i + \beta_{k,5}S_i}$$

(37)

where, $$\mu_{k,i}$$ is the expected crash frequency at segment i for component k; $$\beta_k = (\beta_{k,0}, \beta_{k,1}, \beta_{k,2}, \beta_{k,3}, \beta_{k,4}, \beta_{k,5})$$ is the vector of estimated coefficients for component k.

As aforementioned, in the GFMNB-K model, the weight parameters are allowed to vary. For the GFMNB-K models in this study, a linear combination of different available explanatory variables is used to model the weight parameters:

$$\pi_{ik} = e^{\gamma_{0,k} + \gamma_{1,k}L_i + \gamma_{2,k}F_i + \gamma_{3,k}M_i + \gamma_{4,k}B_i + \gamma_{5,k}S_i}$$

(38)

where, $$\pi_{ik}$$ is the estimated proportion (or weight) of component k for segment i; where, $$\gamma_k = (\gamma_{0,k}, \gamma_{1,k}, \gamma_{2,k}, \gamma_{3,k}, \gamma_{4,k}, \gamma_{5,k})$$ is the vector of estimated coefficients for component k.

Previously, Zou et al. (2014) applied the GFMNB-K models with different numbers of components to the Indiana data. Based on the reported Bayesian information criterion (BIC) values in their study, the number of components K=2 was selected as optimal for the final model. The goodness-of-fit statistics and modeling results for the GFMNB-2 model are provided in Table 3. Figure 1(a) shows the component weights for each of the two components in the GFMNB-2 model, for each segment in the Indiana dataset. Recall that for each segment, the weight values must sum to unity as shown in Figure 1(a). In addition, one can see from Figure 1(a) that while a large range of weight values for the segments are presented, cases in which full (i.e., 1.00), or nearly full weight, is given to one component in the GFMNB-2 model are most common. Note that for the GFMNB-2 model, the coefficients of variables take reasonable values and correspond to the modeling results from the NB model. The values of the Akaike information criterion (AIC) and Bayesian information criterion indicate that the GFMNB-2 model can provide a better statistical fit than the traditional NB model, which suggest that the crash data may be generated from two distinct sub-populations with different regression coefficients and degrees of over-dispersion, rather than from a single population.
Table 3. Modeling results of NB and GFMNB-2 models using Indiana data

<table>
<thead>
<tr>
<th></th>
<th>Standard NB</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intercept</td>
<td>Ln(F)</td>
<td>FR</td>
<td>MW</td>
<td>BR</td>
<td>SL</td>
<td>log((\alpha))</td>
</tr>
<tr>
<td>Estimate</td>
<td>-6.763</td>
<td>0.69</td>
<td>-0.028</td>
<td>-0.006</td>
<td>-2.972</td>
<td>0.038</td>
<td>-0.117</td>
</tr>
<tr>
<td>Std. error</td>
<td>1.527</td>
<td>0.127</td>
<td>0.01</td>
<td>0.002</td>
<td>0.269</td>
<td>0.016</td>
<td>0.126</td>
</tr>
<tr>
<td>Number of</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>observations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log-likelihood</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-943.082</td>
</tr>
<tr>
<td>AIC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1900.164</td>
</tr>
<tr>
<td>BIC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1926.925</td>
</tr>
</tbody>
</table>

|                  | GFMNB-2 model |                  |                  |                  |                  |                  |                  |
| Component 1      | Intercept    | Ln(F)            | FR               | MW               | BR               | SL               | log(\(\alpha\)) |
| Estimate         | -59.957      | 1.316            | -0.018*          | -0.004*          | -0.234*          | 0.753            | 0.236*           |
| Std.error        | 24.471       | 0.224            | 0.018            | 0.003            | 0.675            | 0.375            | 0.172            |
| Component 2      | Intercept    | Ln(F)            | FR               | MW               | BR               | SL               | log(\(\alpha\)) |
| Estimate         | -6.389       | 0.791            | -0.018           | -0.004           | 20.457*          | 0.010*           | -1.976           |
| Std.error        | 1.089        | 0.101            | 0.006            | 0.002            | 714.085          | 0.008            | 0.192            |
| Estimate of      | Intercept    | Segment length   | F                | FR               | MW               | BR               | SL               |
| \(\gamma_1\)    | 20.919       | 3.246            | 2.16E-05         | -0.097           | 0.0102           | 5.405            | -0.32            |
| Log-likelihood   |             |                  |                  |                  |                  |                  | -846.74          |
| AIC              |             |                  |                  |                  |                  |                  | 1735.48          |
| BIC              |             |                  |                  |                  |                  |                  | 1815.76          |

NOTE: \(\dagger\) Dispersion parameter \(\alpha = 1/\phi\); * Not significant at 5% significance level.

Figure 1(b) shows a comparison of the variance versus the mean predicted by the two different models developed from the Indiana dataset. For small crash mean values (here, less than approximately 25), the GFMNB-2 and traditional NB models yield similar variance. However, as the crash mean increases, the variance of the NB model increases at a much greater rate than that of the GFMNB-2 model. This is partially due to the fact that while the variance for the traditional NB model and GFMNB-2 model are both proportional to the crash mean, the formulation of the variance for the GFMNB-2 model includes a term involving the subtraction of the square of the crash mean that is not present in the variance formulation for the traditional NB model. If a large portion of the weight in the GFMNB-2 model is allocated to the second component (whose inverse dispersion parameter is less than one), one can see how the variance of the GFMNB-2 model could in fact exceed that of the NB model as is
observed for a small number of points in Figure 1(b). Ultimately, increased flexibility in handling overdispersion can be achieved through the use of the GFMNB-2 model compared to the traditional NB model. By estimating a different inverse dispersion parameter for each component in the mixture, a much larger range of variance values can be achieved depending on the values of the inverse dispersion parameters and the weight given to each component.

A crucial part of EB analyses is ranking sites based on their EB estimates of long-range expected crash frequency such that hotspots can be identified. Figure 1(c) shows a plot of rankings as determined by the GFMNB-2 and traditional NB models. Smaller ranking values indicate more hazardous segments based upon EB estimates, with ranking one being the most hazardous site (Park et al., 2014). From the figure, it appears there is some degree of positive correlation between the rankings obtained via the GFMNB-2 and NB models, respectively. Nonetheless, there are still several differences in site ranking values as determined via each of the two models. Table 4 attempts to further quantify these differences. From the table, it can be seen that 35.2% of the segments had rankings that differed by more than ±10 positions when the results of the GFMNB-2 and NB models were compared. In the majority of cases (56.8%), the GFMNB-2 model ranked sites lower than the NB model, and thus may be viewed as slightly more conservative. Although the use of the GFMNB-2 model will affect the weighting factor used in the EB estimates, both models provided comparable rankings (i.e., differences in ranking of less than or equal to ±10 positions) for the majority of segments in this case study.

Figure 1(a). Component weights for GFMNB-2 model using Indiana data
Figure 1(b). Variance versus mean for GFMNB-2 and NB models using Indiana data

Figure 1(c). Relationship in ranking by GFMNB-2 and NB models (Indiana data)
Table 4. Differences in ranking between GFMNB-2 and NB models using the EB estimates (Indiana data)

<table>
<thead>
<tr>
<th>Differences in ranking</th>
<th>Difference and percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-identical ranking</td>
<td>305 (90.2%)</td>
</tr>
<tr>
<td>Ranking difference beyond 10 positions</td>
<td>119 (35.2%)</td>
</tr>
<tr>
<td>Ranking difference beyond 20 positions</td>
<td>78 (23.1%)</td>
</tr>
</tbody>
</table>

4.2. Comparison of EB estimates from NB and GFMNB models using Texas Data

The following section presents the EB estimates for the NB and GFMNB models that were developed using the Texas dataset. As was the case with the Indiana dataset, the segment length is considered as an offset variable in the models. The mean functional form of the standard NB model is adopted as follows:

\[ \mu_i = \beta_0 L_i F_i \exp(\beta_1 L_i \text{SW}_i + \beta_2 \text{CD}_i) \]

where, \( \mu_i \) is the expected crash frequency for segment \( i \); \( L_i \) is the segment length (miles) of segment \( i \); \( F_i \) is the average daily traffic (average over five years) on segment \( i \); \( \text{SW}_i \) is the lane width (feet) of segment \( i \); \( \text{CD}_i \) is the curve density (curves per mile) of segment \( i \); and \( \beta = (\beta_0, \beta_1, \beta_2, \beta_3) \) are the coefficients to be estimated.

For the GFMNB-K model, the component-wise mean functional form is defined as follows:

\[ \mu_{ik} = \beta_{k,0} L_i F_i \exp(\beta_{k,1} \text{SW}_i + \beta_{k,2} \text{CD}_i) \]

where, all variables are defined as aforementioned and the subscript \( k \) denotes the \( k \)th component. As was the case for the GFMNB-K model developed from the Indiana data, the weight parameters for the GFMNB-K model developed from the Texas data were modeled as a linear combination of the available predictors as follows:

\[ \frac{\pi_{ik}}{\pi_{k}} = e^{\gamma_{0,k} + \gamma_{1,k} L_i + \gamma_{2,k} \text{SW}_i + \gamma_{3,k} \text{CD}_i} \]

where, \( \pi_{ik} \) is the estimated proportion (or weight) of component \( k \) for segment \( i \) and \( \gamma_k = (\gamma_{0,k}, \gamma_{1,k}, \gamma_{2,k}, \ldots, \gamma_{5,k}) \) are the estimated coefficients in the weight parameter for component \( k \).

Zou et al. (2013b) previously studied development of the GFMNB-K on the Texas data and determined that use of \( K = 2 \) mixture components was appropriate based on the modeling results. Parameter estimates and associated standard errors, as well as goodness-of-fit statistics for both the traditional NB and GFMNB-2 models are presented in Table 5. Brief examination of the coefficients shows that the signs seem plausible. Note that a rather limited selection of explanatory variables are included in the model. Some other explanatory variables (e.g., truck percentage, number of days with wet surface, etc.) cannot be accessed because of the age of the Texas data. Previous studies (Washington et al., 2010) indicate that omitting such critical variables can lead to biased parameter estimates. It should be also pointed out that as recently discussed in Wu et al. (2015), very important missing variables affect the modeling results of regression models.
of the component weights is near unity). This can be visualized in Figure 2(a) by noting the middle portion of the line has comparatively sparse point density compared to the line in Figure 1(a). Thus, it appears that many segments in the Texas data are better described by one component in the NB mixture. Table 5 also shows goodness-of-fit statistics for each of the two models developed from the Texas data. Both AIC and BIC values indicate that the GFMNB-2 model provides better statistical fit when compared to the traditional NB model.

Table 5. Modeling results for NB and GFMNB-2 models using the Texas data

<table>
<thead>
<tr>
<th></th>
<th>Standard NB</th>
<th>GFMNB-2 model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>Ln(F)</td>
</tr>
<tr>
<td></td>
<td>-7.949</td>
<td>0.975</td>
</tr>
<tr>
<td></td>
<td>0.406</td>
<td>0.044</td>
</tr>
<tr>
<td>Number of observations</td>
<td>1499</td>
<td></td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>-2561.38</td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>5134.77</td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td>5166.65</td>
<td></td>
</tr>
</tbody>
</table>

NOTE: † Dispersion parameter \(\alpha = 1/\phi\); * Not significant at 5% significance level.

The predicted crash mean and variance were also compared for the GFMNB-2 and NB models developed from the Texas dataset, and Figure 2(b) shows a plot of these values. As was observed with the Indiana dataset, variance values are similar for both models at small values of the crash mean (here, less than approximately 10). Additionally, as the crash mean increases, the rate at which the variance grows for the NB model exceeds that of the GFMNB-2 model in the majority of cases. This effect can partially be explained by the fact the variance formulation for the GFMNB-2 model involves a weighted sum of terms that decreases as the inverse dispersion parameter grows. Thus, segments with a high proportion of weight allocated to Component 1 of the GFMNB-2 (i.e., the component for which the value of the inverse dispersion parameter is greater than for that of the NB model) may have smaller variance than was estimated by the NB model for a given mean value of crashes. Additionally, the inclusion of a difference term involving the square of the mean value of crashes for a given site also leads to decreased variance for the GFMNB-2 model when compared to the NB model in many cases. For the selection of sites at which the estimated variance from the GFMNB-2 model exceeded that from the NB model, one plausible explanation would be that in such cases, a high proportion of the weight in the mixture model was allocated to Component 2 of the GFMNB-
2 model (i.e., the component whose inverse dispersion parameter value was smaller than that estimated with the NB model). As was observed for the plot of variance versus mean crash values for the Indiana data, the use of the GMFNB-2 allows for more flexible modeling of overdispersion as the variance can be affected by a range of inverse dispersion parameter values located between those estimated for each of the components of the mixture.

Comparison of the GMFNB-2 and NB models’ hotspot ranking behavior, based upon EB estimates, was also performed using the Texas dataset. Similar to Figure 1(c), which showed results for the Indiana data, the plot of GMFNB-2 versus NB rankings in Figure 2(c) shows a positive trend. Despite this positive correlation, there were substantial differences in rankings between the two models. A total of 71.5% of the ranking values differed by more than ±10 positions. Further, more than one quarter of segments (27.0% to be exact) had ranking values that differed by more than ±50 positions between the two models. Overall, ranking values as determined from the EB estimates using the GMFNB-2 model were lower than those from the EB estimates developed using the traditional NB model in the majority of cases (57.1%). Hence, as was observed when considering the Indiana dataset, the EB estimates obtained through use of the GMFNB-2 model on the Texas dataset were more conservative than those obtained via the NB model. That said, the number of large discrepancies in rankings (i.e., more than ±50 positions difference) suggests that use of the GMFNB-2 model can substantially affect weight values used to calculate EB estimates when compared to a traditional NB model. Note that the model developed from the Texas data contains only a few explanatory variables. Thus, it may be possible that as a result of including more explanatory variables in the model, the ranking difference between the NB and GMFNB-2 models could be further reduced.

Figure 2(a). Component weights for GMFNB-2 model using Texas data
Figure 2(b). Variance versus mean for GFMNB-2 and NB models using Texas data

Figure 2(c). Relationship in ranking by GFMNB-2 and NB models (Texas data)
Table 6. Differences in ranking between GFMNB-2 and NB models using the EB estimates (Texas data)

<table>
<thead>
<tr>
<th>Differences in ranking</th>
<th>Difference and percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-identical ranking</td>
<td>1466 (97.8%)</td>
</tr>
<tr>
<td>Ranking difference beyond 10 positions</td>
<td>1072 (71.5%)</td>
</tr>
<tr>
<td>Ranking difference beyond 50 positions</td>
<td>405 (27.0%)</td>
</tr>
</tbody>
</table>

5. DISCUSSION

Interesting modeling results from the NB and GFMNB-2 models warrant further discussion. First, this study used the observed crash data collected from highway segments in Indiana and Texas to compare the performance of two different EB formulations. Although working with the observed crash data has its benefits, one major drawback is that it is nearly impossible to know the true value of safety at a particular site (Miranda-Moreno et al., 2005). This problem can be overcome if one uses simulated data. In such cases, actual performance of the EB method using the different model formulations could be compared based upon how the sites were ranked for the hotspot analysis. Thus, one future research effort may involve simulation studies to validate whether or not a GFMNB-K model outperforms a traditional NB model for the EB method in terms of hotspot identification (Wu et al., 2014).

Second, in current-generation safety studies, finite mixture models and random-parameters models are two primary methods used to capture the unobserved heterogeneity in crash data (Mannering et al., 2016). Compared to the proposed finite mixture model (or latent class model), the random parameters models can allow parameters to differ across observations to characterize the unobserved heterogeneity. In the random parameters formulation, the explanatory variables can have varying influences on the response variables (Hensher and Greene, 2003). As discussed by Xiong and Mannering (2013), a finite mixture model assumes a restrictive homogeneity within the sub-population and the random parameters models assumes a continuous distribution. To overcome these model constraints, the finite mixture random parameters approach should be considered to not only account for group-specific heterogeneity in the population but also allow for the individual level heterogeneity within each group (Xiong and Mannering, 2013). In the future, both random parameters NB models and finite mixture random parameters NB models should be further applied with the EB method.

6. SUMMARY AND CONCLUSIONS

For transportation safety analysts, the EB method has become a popular tool due to its relative ease of implementation compared to other approaches and its use of combined data sources (i.e., observed and predicted crash counts) to help ensure quality estimates. This study developed the EB method when applying a GFMNB-2 model and demonstrated how this new formulation of the EB method can be applied to actual crash datasets. Both of the NB and GFMNB-2 model formulations were developed from two commonly used crash datasets collected in Indiana and Texas, respectively. For the traditional NB models, a fixed dispersion parameter was considered. For the GFMNB-2 models, the weight parameters were estimated as a linear combination of the predictor variables. The main conclusion of the study can be summarized as follows: although the site rankings by EB estimates may appear correlated between the NB and GFMNB-2 models, there are often large discrepancies. This was especially noticeable in the Texas dataset where 27.0% of the sites had ranking values that differed by more than 50 positions when the rankings based upon the EB estimates using the NB and
GFMNB-2 models were compared. The unobserved heterogeneity in the crash data may explain the observed difference in ranking. In this study, given that the accuracy of the EB technique depends on how we select similar sites (that ultimately provide the data needed for SPF development), the different hotspot identification results obtained from NB and GFMNB-2 models suggest that the EB estimates from the GFMNB-2 model may possibly improve the identification accuracy, especially when the NB model is misspecified for the heterogeneous crash data. Although the proposed method is not yet practice ready, transportation safety analysts may use the GFMNB-K model to calculate the EB estimates and avoid manually identifying similar groups within the heterogeneous crash dataset, a task that could prove difficult as the underlying subpopulations in the data are unknown. In the future, a simulation study should be conducted to further examine which crash prediction model (i.e. GFMNB-K or NB model) can better identify hotspots.
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