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ABSTRACT

A number of studies have shown different results in identifying crash hot-spots using different methods such as repeatability analysis, Moran I, Getis-Ord (Gi*), and Kernel Density Estimation (KDE). However, few researchers have discussed the reasons explaining the above differences; nor have they provided guidelines for selecting the most appropriate method for identifying hot-spots. Moreover, only a limited number of studies have analyzed crash data in conjunction with other types of data, such as those related to crime. In this research, a strategy is presented for choosing the most appropriate analysis tool to identify hot-spots that are consistent with the study’s limitations, data characteristics, and objectives. This study used crash and crime data provided by the College Station Police Department. Two important issues were addressed: (1) How to apply data characteristics to the problem of hot-spot identification (e.g., network restrictions for crashes, different hot-spot definitions for crimes and crashes); and, (2) How to incorporate spatial-time distributions in order to identify hot-spots. First, the solution was to apply network distance instead of straight-line distance as the point distance for any calculations, set a spatial limit of KDE, and combined KDE and Gi* maps to capture high risk areas and cluster patterns. Second, a spider graph was used to identify the temporal patterns of events occurring at different time scales: daily and weekly. Then, a co-map that combined a series of KDE maps according to the time of events was used to illustrate the spatial-temporal relationship of crash data to other events. The framework of this study can be used to identify high-risk areas for crash hot-spots and crime events.
INTRODUCTION

Using crash data to identify high risk areas can help agencies allocate limited resources more efficiently. Hence, numerous studies have utilized statistical indexes, and procedures to define crash hot-spots (1-3). As commercial GIS software became more commonly used, traffic safety analysts have now started using spatial methods in the analysis of crash data, primarily for convenience and efficacy. Several papers have applied spatial analysis methods, such as the Moran I, Getis-Ord Gi* (Gi*) and Kernel Density Estimation (KDE) to identify hot-spots, and they have compared their results to those obtained from more traditional methods (e.g., repeatability analysis). In this regards, Erdogan et al. (4) noted that repeatability analysis identified more hot-spots than KDE analysis. In a recent study, Gundogdu (5) showed that using traditional numerical methods and Gi* analysis together could improve the accuracy of hot-spot identification. The above studies did not discuss the differences between the various methods or provide a sound strategy for choosing an appropriate method that fits their studies.

Furthermore, few studies have analyzed crash data combined with other types of data, especially point observations. Khan et al. (6) used the Gi* to study the relationship between weather-related crashes and undesirable weather conditions (e.g., snow, rain and fog). Their results showed that weather-related crashes tended to cluster together at different locations, depending on the weather conditions. In this case, the Gi* method allowed each crash to be characterized by a weather condition; thus identifying spatial clusters of bad weather conditions is equivalent to finding clusters of crashes that are attributed to the same bad weather conditions. This tool is convenient when the analysis prefers the attributes of a crash over the occurrence of a crash. However, the Gi* is not always the best tool for defining crash hot-spots, because (1) it is not always needed to “label” a crash event with any attribute values, and (2) “clustering” is not a necessary condition for identifying hot-spots in traffic safety.

According to the Highway Safety Manual (7), several hot-spot identification methods focus on defining areas as high risk spots only based on the frequency of crashes, instead of clustered pattern, especially when examining aggregated crash data. It is precarious for traffic engineers to only use the Gi* method for defining crash hot-spots, simply because software programs such as ArcGIS have named the method as a “hot-spot” discovery tool. Conversely, another spatial analysis method, the KDE, is a popular site screening tool for identifying crash hotspots, which works similarly to the sliding window method. The purpose of this method is to find out which segments include the most crashes and, consequently, require the most improvement. Figure 1 illustrates one scenario when the KDE is more appropriate than the Gi* method. The KDE defines a hot-spot based on the crash occurrence at the intersection itself; it does not take consideration on the cluster pattern or approaching area. On the other hand, the Gi* defines such a spot as a “normal” area (Figure 1). Traffic engineers may underestimate the risk of this intersection if they only use a Gi* hot-spot map. Moons et al. (8) also mentioned a similar weakness when the Moran’s I method is the only method used. This method has
theoretical properties very close to that of the Gi*. In summary, a traffic engineer should first define “hot-spots” according to the contexts and goals of their safety analysis before applying GIS tools.

Besides the different definitions of hot-spots, another challenge for identifying hot-spots related to crash data is the network restrictions. Crashes are limited to the road network, but other data (e.g., crimes) may happen anywhere, such as within a university campus building without any direct road access (or one on private property). Generally, there are two techniques for incorporating these network restrictions. The first one is to adjust the geographical weight matrix using network distances instead of 2-D planar distances. See Moons et al. (8) and Steenbergen et al. (9) for details regarding the updated Moran’s I and Gi* methods. The second technique is to set a spatial limit of KDE, with no KDE outside the boundary (10, 11). The above studies applied network restrictions with respect to Gi* and KDE, separately. This study applied either no restrictions or network restrictions to Gi* and KDE, simultaneously; thus illustrating the differences between the two techniques.

The third challenge is to identify hot-spots by considering the different time distributions of crash and other data. For example, crimes and crashes may happen in the same neighborhood, but there is often no causality between these two events (12). The temporal distribution of crimes may relate to the specific characteristics of criminals or victims’ daily activities, while crashes may relate to the characteristics of traffic flows or drivers such as the peak period or Driving While Intoxicated (DWI). Although several Data-Driven Approaches to Crime and Traffic Safety (DDACT) studies have shown the benefits of connecting hot-spots of crimes and crashes to aid in designing police patrol routes; how different time distributions affect the effectiveness of DDACT is still unclear. It would be over-simplistic to state that
previous studies assumed that the time distributions of crimes and crashes were the same, which resulted in no recordable temporal effects.

After reviewing a number of related studies, this study focused on two important issues: (1) How to apply certain data characteristics to hot-spot identification (e.g., network restrictions for crash data, different hot-spot definitions for crimes and crashes), and (2) How to incorporate spatial-time distributions to locate hot-spots.

The next section explains the methodology and study data.

METHODS

This study uses four methods: (1) Gi* and KDE without restriction, (2) Gi* and KDE with Network Restrictions, (3) Spider Graphs, and (4) Co-maps. The following paragraphs discuss the theoretical background and application of each method.

Getis Ord Gi* and Kernel Density without Network Restrictions

Numerous studies have shown the formula for Gi* and KDE as equations (1) and (2). The reasons why they are explained here are as follows:

- Example data are applied to equations (1) and (2) in order to demonstrate the different results they produce;
- Examples of the two methods serve as a basic foundation for the analysis that follows, which explains how to add network restrictions to these equations.

$$
G_{i}^{*} = \frac{\sum_{j=1}^{n} W_{i,j}(D)X_{j} - \bar{X} \sum_{j=1}^{n} W_{i,j}}{S \sqrt{\frac{n \sum_{j=1}^{n} W_{i,j}^2 - (\sum_{j=1}^{n} W_{i,j})^2}{n-1}}}
$$

(1)

Where,

- \(G_{i}^{*}\): The Getis Ord Gi* value for feature i;
- \(W_{i,j}(D)\): Weight between feature i and j;
- \(D\): The distance between feature i and j;
- \(X_{j}\): The frequency at location j;
- \(\bar{X}\): The average of crash frequency;
- \(S\): Standard deviation of \(x_{j}\); and,
- \(n\): The number of all features.
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\[ K(i) = \sum_{d<\tau} \frac{3}{\pi \tau^2} (1 - \frac{d^2}{\tau^2})^2 \]  

Where,
- \( K \): Kernel density value;
- \( d \): The distance from event; and,
- \( \tau \): Bandwidth.

**Getis Ord Gi* and Kernel Density with Network Restrictions**

In this study, we used the same definition as Steenberghen et al. (9) to apply network restrictions. The distance in network restriction is called the “network distance,” while the straight-line distance is called the “planar distance”. Figure 2 illustrates the principal differences between the planar and network distances using two common scenarios: (1) when the center of measurement is on a freeway segment, and (2) when the center of measurement is near a complex highway interchange structure. As shown in Figure 2(a), it is easy to see that defining the neighborhood by using the planar distance may include any accidents occurring on the parallel frontage road. However, if the neighborhood can be defined within the network, as shown in Figure 2(b), accidents on the frontage road will not be “falsely” picked up. The situation is similar to those interchanges described in Figures 2(c) and (d).

**FIGURE 2 Examples of Differences using Network and Planar Distances**
Planar Kernel Density versus Network Kernel Density

Generally, the KDE has a density at any location within the study region, while the network KDE has a density only on its network (10, 11). Instead of calculating the KDE density by area unit, the network KDE is estimated by liner unit. The density estimator of the network KDE (the Quartic function) is updated as:

\[
K(u) = \sum_{d<\tau} \frac{3}{\tau} \left(1 - \frac{d^2}{\tau^2}\right)^2
\]  

(3)

The network KDE is very similar to the planar KDE, except that the normalizing constant is \( \tau \) instead of \( \pi \tau^2 \). This is because the intensity of event \( i \) does not spread out over a unit area, but rather only along the network links (see Figure 3). In general, \( \pi \tau^2 > \tau \) unless \( \tau < \frac{1}{\pi} \).

Therefore, each event may have a much stronger influence on their neighbors on the network rather than on a 2-D plane, given that the search radius \( \tau \) stays constant. See Xie and Yan (11) and Sugihara et al. (10) for further details. This study used SANET (13) to calculate the network KDE.

(a) Planar KDE  
(b) Network KDE

FIGURE 3 Examples of Differences Using Planar KDE and Network KDE.
Spider Graph

An important question to ask when identifying hot-spots is “How long time-wise is a hot-spot ‘hot’?” (14); as a result, it is necessary to have access to an easy to use tool when identifying temporal hot-spots. Unlike a normal frequency figure which has time in the x-axis and frequency in the y-axis, a spider graph connects the beginning and the end times together, which results in the time axis acting as a circle. Its circular nature makes examining the complete time distribution much easier, because there is no interruption.

Co-map

Co-map is an extension of Co-plot. Co-plot uses point plots to show the effects of changing two variables; a co-map, however, uses a spatial distribution pattern map, much like KDE or a point density map (15). Co-map has been applied to several types of data, such as rainfall, fire, crime, and crashes (15-18). After Plug et al. (19) integrated the use of a spider map into co-map, their results successfully demonstrated the spatial-temporal distribution of different types of crashes, just by the use of one figure, and without any animation or spatial modeling. Co-map is a useful exploratory tool for examining the spatial patterns of multivariate data, but other statistical models might be necessary for further analyses and predictions. However, Co-map is an excellent tool for showing the relationships between the crime and crash data collected for this study, because crime and crash data generally have no direct cause and effect relationships with each other. See Plug et al. (19) for additional details regarding the advantages and disadvantages of co-maps. The motivation behind combining crime and crash hot-spots when designing quality police patrol routes can be found in (20).

DATA AND STUDY AREA

This study used the same observed data set as in (20) in order to compare the differences between hot-spots with and without network restrictions and time distributions. The study area is limited by the service area of the College Station Police Department (CSPD). Data were collected from January of 2005 to September of 2010. All crime and crash data were provided by the CSPD. There were 65,461 crime offense reports and 14,712 crash reports in total. The road shapefile, “All Line Data,” was downloaded from the Census Bureau's MAF/TIGER database website. The coordinate system used was the North America Datum 1983 (NAD83). The bandwidth was 2000 feet.
RESULTS

The results are divided into four parts: (1) Gi* and Kernel Maps: example data (2) Gi* and Kernel Maps: crime and crash data (3) With or Without Network Restrictions: crash data, and (4) Temporal Analysis: crime and crash data.

Gi* and Kernel Maps: Example Data

First, two types of point data were assumed: A and B (see Figure 4). The points were located in a 5 by 7 matrix, and no points were located outside the matrix. To calculate the Gi*, a weight of 1 was assumed, when features i and j were adjacent to each other (the queen’s case in chess); otherwise the weight was set to 0.5. The Band distance was equal to \( \sqrt{10} \). Figure 4 shows that the Gi* is very sensitive to the cluster pattern. In the type A data (clustered), the Gi* and KDE both work well to identify the problem location. However, in the type B data (disspread), the location with the highest Gi* value (1.7) had just one crash, but the area with the most crashes was labeled as a normal area. Conversely, the kernel density seemed to have no problems identifying those locations with the highest risk. Although the above problem might be solved by using different band distances or weight matrices, this study suggests that using the Gi* and KDE maps together could identify hot-spots more accurately, especially in terms of crash data.
In Figure 5, the differences between the Gi* and KDE maps were compared for crime and crash data. At a glance, there seem to be no obvious differences between the crime-related hot-spots for the Gi* and KDE maps. However, for the crash data, the Gi* and KDE maps seem to identify different hot-spot areas. It is evident that the Gi* and KDE both show the largest hot-spots, all of which occur at the intersection with the highest traffic exposure in College Station, but they label different areas as secondary hot-spot areas. The Gi* shows secondary hot-spots on a highway segment located in the north, but the KDE shows secondary hot-spots in the Northgate area where bars and restaurants are concentrated. See circles in Figures (c) and (d). After zooming in on these two areas for a more detailed analysis, it is found that the Gi* map focused on clustered points, while the KDE map focused on points with extremely high values. These findings are consistent with the previous example.
Similar to the planar version comparison, the major hot-spots identified by both methods are comparable but they arrive at different locations for secondary hot-spots. From Figure 6-(a), one can notice that the Network Gi* identifies more hot-spots clustered close to the northern-most highway interchange and another hot-spot cluster in the western region of the city, as shown within the two red circles. On the other hand, the network KDE points out that the secondary hot-spots are still in the North-gate area where a mix of accidents locations with both high and low frequency counts, thus the Gi* method is insensitive in detecting it.

By comparing Figures 5 and 6, the hot-spot patterns are slightly different. Most differences are near major intersections and interchanges. This similarity is expected because the road network in College Station is rather simple; there were no complex interchanges in place during the period of analysis.
However, there are fewer “hot-spots” and “cold-spots” in the network $Gi^*$. Planar-based methods tend to over-detect crash hot-spots by capturing other hot-spots, while the network-based methods provide the crash hot-spot identification more accurately. This observation is consistent with findings elsewhere (11, 21). In highway accident analyses, network-based method should therefore be considered.

FIGURE 6 $Gi^*$ and Kernel maps of Crime and crash data with Network restrictions

**Temporal Analysis**

According to spider graphs in Figure 7, the daily temporal patterns of crimes and crashes are very different. Crimes occurred fairly evenly from morning (8:00am) to late at night (02:00am), while crashes were most frequent during the afternoon rush hours (4:00pm to 6:00pm). For further analysis, crash and crime data were separated into two time periods (day and night) in order to draw KDE maps. Figure 7 shows the hot-spots for the crime and crash data, and how those hot-spots change from day to night. During the daytime, the hot-spots of crime were located in a local shopping mall and on the South Texas Avenue, while the hot-spots of crashes were located in one intersection that regularly experiences very heavy traffic (South Texas Avenue and Harvey Road). As for nighttime, the hot-spots of crimes and crashes were all located in the Northgate.
### FIGURE 7 Co-map for comparison of Crimes and Crashes in College Station (daily)

Figure 8 shows the weekly temporal patterns of crimes and crashes. Crimes occurred regularly and every day, while crashes were more frequent on Fridays and less often on Sunday. For further analyses, crash and crime data were separated into two time periods (weekday and weekend) for drawing KDE maps. Figure 8 shows how the hot-spots of crime change from weekday to weekend, but the hot-spots of crashes are almost the same for the weekdays and weekends. During the weekdays, most crimes happened in the bar area; however, during the weekend, most crime happened in the shopping mall and near South Texas Avenue. As for crashes, the hot-spots appeared along several main intersections and in the Northgate area.
In this part of the analysis, we focused on the spatial patterns of the different types of crime, because several studies indicates the DDACT works better on burglary, robbery, theft, and DWI. Police departments design patrol routes according to the type of crime they are targeting. For instance, robbery and theft concentrates around the College Station shopping mall. Burglaries are spread out, but more frequent in one large apartment community on Southwest Parkway. DWIs are also spread out, but clusters near the bar area.
FIGURE 9 Kernel Density Maps for Different Crimes in College Station

After examining the co-maps from three different variables (hourly, weekly, and crime type), the results show several hot-spots:

1. Crimes:
   a. Weekday, nighttime, DWI: the Northgate area
   b. Weekend, daytime, theft and robbery: the shopping mall
2. Crashes:
   a. Daytime (especially 4:00pm to 6:00pm): intersections with heavy traffic
   b. Nighttime (especially ~2:00am): the bar area

Using this type of mapping procedure, police departments can more easily organize their patrol routes using the above patterns, and target specific crimes. For example, focusing on the bar area during the weekdays and at night may be cost-effective, because this is clearly a temporal-spatial hot-spot. If the goal is to improve traffic safety, reducing the crime rate would be an extra bonus. Operating Route 1 and Route 2, as described in (20), would also work, because these Routes catch the hot-spots of crashes and crimes, such as DWI and robbery. However, if police departments want to reduce the rates of theft and robbery, increasing law enforcement in the shopping mall area during the weekend might be a better strategy. This study provides the framework for future law enforcement programs to organize their enforcement methods based on spatial-temporal hot-spots. The results of hourly and weekly analyses challenge the previous DDACT studies’ collective conclusion that the time distributions of crime and crashes are similar.

The findings described in this research advances the knowledge in identifying hotspots using different types of data. From this analysis, the following limitations of using Gi*, KDE maps, and co-maps were identified:

1. It may not be worthwhile to apply network restrictions to analyze crash data, especially in places where most road networks are at the same elevations. In flat areas, a planar KDE would suffice.

2. Unlike KDE maps, the Gi* offers poor visual effects and cannot provide a clear boundary of risk. Take burglary and robbery data, for example. Using the KDE can define the region with the highest risk, including the region’s boundaries (Figure 9.a, 9.b). However, the Gi* only shows a large area covered in clusters illustrating a general high crime risk, and users cannot identify boundary line for high risk areas based on the point data (Figure 10.a,b).

3. The Gi* may have different definitions of the term “hot-spot” from those used by traffic safety professionals. Hot-spot in Gi* is defined as a point or area where incidents are clustered together by high values, but this is not necessarily a condition affecting traffic safety. Figure 10 (c) shows an area that KDE defines as a hot-spot while Gi* does not. The brown area includes several data points, but only one has an extremely high value. It is understandable why Gi* would show an area as normal that does not include a clustered pattern. However, traffic engineers could underestimate the risk in these areas, if they only use a Gi* map. A more cautious method of identifying hot-spots is to combine Gi* maps with other tools, such as the KDE maps.

4. The hot-spot results from using Gi* might be different, depending on the scale, location and aggregation units (19, 22).

5. The Gi* might have an unreliable Z-value for small or spread out data sets because of the limitations that come with a fixed distance band. A distance band should be large enough to
ensure that all features have at least one neighbor, but the band should also not be so large
that it lets in too many features. Also, for skewed data, the distance band should be large
enough to ensure that several neighbors (for the best results, approximately eight) are
included for each feature. In rural areas, crash rates tend to be very low (skewed right) and
the locations are usually widely spread out. Hence, if one uses the GI* under these
circumstances, the user is likely to receive a biased Z-value.
6. The hot-spots resulting from the KDE map are not statistically significantly, and different
cell sizes and search bands may obviously affect the results. Researchers should be vigilant
with the area of treatment, the study area, and the study scale.
7. Co-maps provide better visual effects, because a co-map combines several maps into one
figure. This study recommends using KDE or 3D KDE maps to present spatial data instead
of a Gi* map.
CONCLUSIONS AND FUTURE WORK

Many studies have shown that using different methods of identifying crash hot-spots lead to different outcomes. Few researchers have tried to explain why such differences exist, nor have they provided appropriate guidelines for selecting appropriate methods of defining hot-spots. Moreover, few studies have analyzed crash data in conjunction with other types of data, such as those related to crime.
This study presented a strategy for choosing the appropriate hot-spot analysis tool, that was dependent upon the study limitations, data characteristics, and the researchers’ interests or study objectives. Unlike prior research conducted by geographers and spatial statisticians, this research was designed by traffic engineers to solve real-life traffic problems. Two important issues were addressed in this study: (1) how to apply data characteristics to hot-spot identification (e.g., network restrictions for crash data, different hot-spot definitions for crime and crashes), and (2) how to incorporate spatial-time distributions in order to locate hot-spots.

First, the study results have shown that the Gi* is very sensitive to the data cluster patterns, and combing KDE and Gi* maps can identify problem areas by overlaying high risk areas and cluster patterns. Hence, this technique provides a solution to the problem of using different definitions of hot-spots for crash and crime data. Second, this study used the network Gi* and network KDE methods, simultaneously. The results have shown that setting network restrictions does, indeed, separate some hot-spots that cluster at intersections or interchanges. This finding is not obvious from this particular study, since the road network in College Station is rather simple. Lastly, a spider graph and co-map were used to demonstrate the spatial-temporal interaction. Based on the co-maps of three different variables - hourly, weekly, and crime type - several hot-spots were identified, and the police department can now organize their patrol routes based on the above-mentioned hot-spots and the particular issues they seek to target. The results of hourly and weekly analyses challenge the DDACT assumption that the time distributions of crime and crashes are similar.

This study provides the framework for future research from screening networks, to identifying problem locations, to organizing responses based on spatial-temporal hot-spots. Future studies should compare the differences between using spatial analysis tools (i.e., Network KDE, Network Gi*) and Empirical Bayesian (EB) methods. Future work might also incorporate crash prediction models to identify those hot-spots with an unreasonably high crash risk.
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