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ABSTRACT

Gaining a better understanding of the factors that affect the likelihood of a vehicle crash has been an area of research focus for many decades. However, in the absence of detailed driving data that would help improve the identification of cause and effect relationships with individual vehicle crashes, most researchers have addressed this problem by framing it in terms of understanding the factors that affect the frequency of crashes – the number of crashes occurring in some geographical space (usually a roadway segment or intersection) over some specified time period. This paper provides a detailed review of the key issues associated with crash-frequency data as well as the strengths and weaknesses of the various methodological approaches that researchers have used to address these problems. While the steady march of methodological innovation (including recent applications of random-parameter and finite mixture models) has substantially improved our understanding of the factors that affect crash frequencies, it is the prospect of combining evolving methodologies with far more detailed vehicle crash data that holds the greatest promise for the future.
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INTRODUCTION

With the enormous losses to society resulting from motor vehicle crashes, researchers have continually sought ways to gain a better understanding of the factors that affect the probability of crashes in the hopes that they will be able to better predict the likelihood of crashes and provide direction for policies and countermeasures aimed at reducing the number of crashes. Unfortunately, the detailed driving data (acceleration, braking and steering information, driver response to stimuli, etc.) and crash data (for example what might be available from vehicle black boxes) that would better enable identification of cause and effect relationships with regard to crash probabilities are typically not available. As a result, researchers have framed their analytic approaches to study the factors that affect the number of crashes occurring in some geographical space (usually a roadway segment or intersection) over some specified time period (week, month, year, number of years). Such an approach handles the spatial and temporal elements associated with crashes, and ensures that adequate data are available for the estimation of statistical models (in terms of measurable explanatory variables). This results in crash-frequency data that are non-negative integers, and suggests the application of count-data regression methods or other approaches that can properly account for the integer nature of the data.

In the U.S., the National Strategic Highway Research Program initiated a series of studies in recent years with the objective of addressing many of the fundamental questions relating to crash causation and involvement (see for example Dingus et al. 2006). These studies are based on naturalistic driving information, wherein a selected pool of drivers is observed over prolonged periods in terms of their crash, near-crash and incident involvements. Shankar et al. (2008) have attempted to construct one plausible statistical approach to extract insights from naturalistic driving data. However, for the most part, naturalistic driving data have not yet provided significant new insights with broad applicability. The use and statistical analysis of these data are also hampered by privacy issues relating to driver-identifying variables and other potential litigation issues.
The intent of this paper is to provide a review of contemporary thinking in the crash frequency-analysis field and to show how methodological approaches have evolved over the years to address this problem. To do this, we will first discuss the fundamental data and methodological issues associated with the analysis of crash frequencies. We then move on to a critical assessment of the strengths and weaknesses of the various methodological approaches that have been used to analyze crash-frequency data, and conclude with recommendations for future methodological directions.

DATA AND METHODOLOGICAL ISSUES

Important data and methodological issues have been identified in the crash-frequency literature over the years. These issues have been shown to be a potential source of error in terms of incorrectly specifying statistical models which may lead to erroneous crash-frequency predictions and incorrect inferences relating to the factors that determine the frequency of crashes. These issues are summarized in Table 1 and are discussed below.

Overdispersion

One notable characteristic of crash-frequency data that is that the variance exceeds the mean of the crash counts (see Equation 1). This is problematic because the properties of the most common count-data modeling approach (the Poisson regression model which is discussed below) restrict the mean and variance to be equal. When overdispersed data are present, estimating a common Poisson model can result in biased and inconsistent parameter estimates which in turn could lead to erroneous inferences regarding the factors that determine crash frequencies (Maycock and Hall, 1984; Miaou,
Although rare, crash data can sometimes be characterized by under-dispersion, where the mean of the crash counts on roadway entities is greater than the variance, especially when the sample mean value is very low. Previous work has shown that many traditional count-data models produce incorrect parameter estimates in the presence of underdispersed data (see Oh et al., 2006; Lord et al., 2009).

Time-Varying Explanatory Variables

Because crash-frequency data are considered over some time period, the fact that explanatory variables may change significantly over this time period is not usually considered due to the lack of detailed data within the time period. Ignoring the potential within-period variation in explanatory variables may result in the loss of potentially important explanatory information. For example, suppose we are modeling the number of crashes per month and precipitation is one of the explanatory variables. The distribution of precipitation over the month (by hour or even minute) is likely to be highly influential in generating crashes, but generally the analyst only has precipitation

---

2 In count-data models, actual estimates of overdispersion can potentially be influenced by a variety of factors, such as the clustering of data (neighborhood, regions, etc.), unaccounted temporal correlation, and model miss-specification (Gourvieroix and Visser, 1997; Poormeta, 1999; Cameron and Trivedi, 1998). While model estimates of overdispersion can be attributed to these factors, Lord et al. (2005b) argued that there is a fundamental explanation for overdispersion that can be shown by viewing crash data as the product of Bernoulli trials with an unequal probability of events (this is also known as Poisson trials). Recently, some researchers have reported that model-estimated overdispersion can be greatly minimized by improving the model specification (Miaou and Song, 2005; Mitra and Washington, 2007).
data that is much more aggregated and thus important information is lost by using discrete time intervals – with larger intervals resulting in more information loss. This can introduce error in model estimation as a result of unobserved heterogeneity (see Washington et al., 2010).³

**Temporal and Spatial Correlation**

To avoid the information lost in time-varying explanatory variables, data are often considered in small time intervals. For example, one may have a years’ worth of crash data and divide these data into 12 monthly observations and consider the number of crashes per month. However, this now means that the same roadway entity (roadway segment, intersection) will generate multiple observations, and these observations will be correlated over time because many of the unobserved effects associated with a specific roadway entity will remain the same over time. From a statistical perspective, this sets up a correlation in the disturbances used for model estimation, which is known to adversely affect the precision of parameter estimates. In a similar vein, there can be correlation over space, because roadway entities that are in close proximity may share unobserved effects. This again sets up a correlation of disturbances among observations and results in the associated parameter-estimation problems (Mountain et al., 1998; Sittikariya and Shankar 2009; Shankar et al., 1998; Ulfarsson and Shankar 2003; Lord and Persaud, 2000; Washington et al., 2003, 2010).⁴

³ In addition, the aggregation of data over time periods can lead to a bias, especially in nonlinear models. This aggregation bias is a well known problem in the statistical analysis of discrete data (see for example Washington et al., 2003, 2010).

⁴ The temporal aspect of these models raises the possibility of a modification continuous dependent variable time-series methodologies such as autoregressive conditionally heteroscedastic models (ARCH) and generalized autoregressive conditionally heteroscedastic models (GARCH) (see Engle, 1982; Bollerslev, 1986). However,
Low Sample Mean and Small Sample Size

Because of the large costs associated with the data collection process, crash data are often characterized by a small number of observations. In addition, crash data for some roadway entities may have few observed crashes which results in a preponderance of zeros. Data characterized by small sample size and low sample-mean can cause estimation problems in traditional count-frequency models. For example, with small sample sizes, the desirable large-sample properties of some parameter-estimation techniques (for example, maximum likelihood estimation) are not realized. With low sample means (and a preponderance of zeros), the distribution of crash counts will be skewed excessively toward zero which can result in incorrectly estimated parameters and erroneous inferences.5

Injury Severity and Crash Type Correlation

Crash data are often classified according to their injury severity or collision type. For example, classifying a crash by the most severely injured person could result in a crash being classified as fatal, incapacitating injury, non-incapacitating injury, possible injury and no injury. Classifying crashes by collision type could include outcomes such as rear-end, single-vehicle run-off-the-road, right-angle, and sideswipe among others. The most common modeling approach is to consider the frequency of all crashes

---

5 Please see Maycock and Hall (1984), Piegorsch (1990), Fridstrøm et al. (1995), Maher and Summersgill (1996), Wood (2002) and Lord and Bonneson (2005) for further discussion of this problem. Also, Lord (2006) showed that the dispersion parameter of the negative binomial model can be incorrectly estimated when data characterized by a small sample size and low sample mean values are used. The incorrect estimation of the dispersion parameter also negatively affects the inferences associated with the parameters of the model.
(including all severity and collision types together), and deal with the injury severities or crash types separately once the total number of crashes is determined. However, some researchers have sought to develop separate crash-frequency models for various injury severities and collision types. If this is done, a potentially serious statistical problem results because there is a correlation among injury severities and collision types. For example, an increase in the number of crashes that are classified as incapacitating injury will also be associated with some change in the number of crashes that are classified by other injury types, which sets up a correlation among the various injury-outcome crash-frequency models. This necessitates the need for a more complex model structure to account for the cross-model correlation.

**Under Reporting**

Because less severe crashes are less likely to appear in crash databases, there is a potentially serious problem relating to under-reporting of crashes. Although the magnitude of the under-reporting rate for each severity level is usually unknown, recent research has shown that count data models are likely to produce biased estimates when

---

6 With this approach, separate models of injury severity, for example, are estimated conditioned on the fact that a crash has occurred. See for example Carson and Mannering (2001) and Lee and Mannering (2002) for applications of this method.


8 Incomplete reporting of crash data has been known to be a major problem in highway safety analysis for many years (Elvik and Mysen, 1999). The research on this topic has shown that fatal crashes are the most likely to be reported, while no-injury collisions are the ones most likely not to be reported (Aptel et al., 1999). Hauer and Hakkert (1988) and James (1991) have shown that the probability that a crash will be reported varies not only as a function of the crash severity but also as a function of reporting agency (city, regions, and so on).
under-reporting is not considered in the model-estimation process (Kumara and Chin, 2005; Ma, 2009).9

**Omitted Variables Bias**

It is often tempting to develop a simplified model with few explanatory variables (for example, using traffic flow as the only explanatory variable in the model). However, as with all traditional statistical estimation methods, leaving out important explanatory variables results in biased parameter estimates that can produce erroneous inferences and crash-frequency forecasts (see Washington et al., 2003, 2010). This would especially be the case if the omitted variable is correlated with variables included in the specification, which is often the case.

**Endogenous Variables**

There are times when the explanatory variables in models can be endogenous, in that their values may depend on the frequency of crashes. An example of this problem is the frequency of ice-related accidents and the effectiveness of ice-warning signs in reducing this frequency (this is the endogeneity problem studied in Carson and Mannering, 2001). When developing a crash-frequency model, an indicator variable for the presence of an ice warning sign would be one way of understanding the impact of the warning signs. However, ice-warning signs are more likely to be placed at locations with high numbers of ice-related crashes, and are therefore endogenous (the explanatory variable will change as the dependent variable changes). If this endogeneity is ignored, the parameter estimates will be biased. In the case of the ice-warning sign indicator,

---

9 Yamamoto et al. (2008) provide some insight into the extent of the injury-related under-reporting problem in their study of crash severities.
ignoring the endogeneity may lead to the erroneous conclusion that ice-warning signs actually increase the frequency of ice-related crashes because the signs are going to be associated with locations of high ice-crash frequencies (because these are the locations where the signs are most likely placed). Kim and Washington (2006) study a similar problem when studying the effectiveness of left-turn lanes at intersections. This is again endogenous because left-turn lanes are more likely to be placed at intersections with a high number of left-turn related crashes.

Accounting for endogenous variables in traditional least squares regression models is relatively straightforward (see Washington et al. 2003, 2010). However, for count-data models, the modeling processes typically applied (more on this below) do not lend themselves to traditional endogenous-variable correction techniques (such as instrumental variables). As a consequence, accounting for endogenous variables adds considerable complexity to the count-data modeling process (see Kim and Washington, 2006).

**Functional Form**

The functional form of the model establishes the relationship between the dependent variable and the explanatory variables and is a critical part of the modeling process.\(^{10}\) Most count-data models assume that explanatory variables influence the

\(^{10}\) The non-linear effect that explanatory variables have on crash-frequencies can be revealing. For example, some researchers have used traffic flow as a measure of exposure and found the relationship between crashes and traffic flow to be decreasing (Tanner, 1953; Mahalel, 1986; Hauer et al., 1988; Hauer, 1997; Persaud and Nguyen; 1998) implying a potentially contentious finding that the crash risk per unit of exposure becomes smaller as traffic flow increases (Maher et al., 1993; Lord 2002; Lord et al., 2005a). In a similar vein, segment length has also been used as a measure of exposure because researchers have noted that the probability of observing a crash tends to be smaller on shorter roadway segments and higher with longer segments. This makes
dependent variables in some linear manner. However, there is a body of work that suggests that non-linear functions better characterize the relationships between crash frequencies and explanatory variables. These non-linear functions can often be quite complex and may require involved estimation procedures (Miaou and Lord, 2003; Bonneson and Pratt, 2008).

**Fixed Parameters**

Traditional statistical modeling does not allow parameter estimates to vary across observations. This implies that the effect of the explanatory variable on the frequency of crashes is constrained to be the same for all observations (for example, the effect of an exposure variable such as the number of vehicle miles travelled over the time period being considered is the same across all roadway segments). However, because of unobserved variations from one roadway segment to the next (unobserved heterogeneity) one might expect the estimated parameters of some explanatory variables to differ across roadway segments. If some parameters do vary across observations and the model is estimated as if they were fixed, the resulting parameter estimates will be biased and possible erroneous inferences could be drawn. Estimation techniques do exist for allowing parameters to vary across observations, but the model estimation process becomes considerably more complex (Anastasopoulos and Mannering, 2009; El-Basyouny and Sayed, 2009b; Washington et al., 2010).

sense because multiplying traffic flow and segment length gives a traditional exposure measure (vehicle-miles traveled). However, similar to traffic flow, some researchers have found a non-linear relationship to exist between crashes and the length of a segment (e.g., a doubling of segment length more than doubles the crash frequency) while others have argued that exposure should be linear (Miaou et al., 2003; Lord et al., 2005a). Most likely, conflicting and counterintuitive findings with regard to exposure could be pointing to unobserved heterogeneity and possibly other specification problems.
MODELING METHODS FOR ANALYZING CRASH-FREQUENCY DATA

To deal with the data and methodological issues associated with crash-frequency data (many of which could compromise the statistical validity of an analysis if not properly addressed), a wide variety of methods have been applied over the years. Table 2 provides a listing of methods previously applied to crash-frequency analysis along with their strengths and weaknesses. Table 3 provides a listing of studies that have used specific methods. The details of these methods are discussed below.

Poisson Regression Model

Because crash-frequency data are non-negative integers, the application of standard ordinary least-squares regression (which assumes a continuous dependent variable) is not appropriate. Given that the dependent variable is a non-negative integer, most of the recent thinking in the field has used the Poisson regression model as a starting point. In a Poisson regression model, the probability of roadway entity (segment, intersection, etc.) $i$ having $y_i$ crashes per some time period (where $y_i$ is a non-negative integer) is given by:

$$P(y_i) = \frac{\text{EXP}(-\lambda_i)\lambda_i^{y_i}}{y_i!}$$

(1)

where $P(y_i)$ is the probability of roadway entity $i$ having $y_i$ crashes per time period and $\lambda_i$ is the Poisson parameter for roadway entity $i$, which is equal to roadway entity $i$’s expected number of crashes per year, $E[y_i]$. Poisson regression models are estimated by specifying the Poisson parameter $\lambda_i$ (the expected number of crashes per period) as a
function of explanatory variables, the most common functional form being $\lambda_i = \exp(\beta X_i)$, where $X_i$ is a vector of explanatory variables and $\beta$ is a vector of estimable parameters.

Although the Poisson model has served as a starting point for crash-frequency analysis for several decades, researchers have often found that crash data exhibit characteristics that make the application of the simple Poisson regression (as well as some extensions of the Poisson model) problematic. Specifically, Poisson models cannot handle over- and under-dispersion and they can be adversely affected by low sample means and can produce biased results in small samples.

**Negative Binomial (Poisson-gamma) Regression Model**

The negative binomial (or Poisson-gamma) model is an extension of the Poisson model to overcome possible overdispersion in the data. The negative binomial/Poisson-gamma model assumes that the Poisson parameter follows a gamma probability distribution. The model results in a closed-form equation and the mathematics to manipulate the relationship between the mean and the variance structures is relatively simple. The negative binomial model is derived by rewriting the Poisson parameter for each observation $i$ as $\lambda_i = \exp(\beta X_i + \varepsilon_i)$ where $\exp(\varepsilon_i)$ is a gamma-distributed error term with mean 1 and variance $\alpha$. The addition of this term allows the variance to differ from the mean as $\text{VAR}[y_i] = E[y_i][1 + \alpha E[y_i]] = E[y_i] + \alpha E[y_i]^2$. The Poisson regression model is a limiting model of the negative binomial regression model as $\alpha$ approaches

---

11 Other variance functions exist for negative binomial/Poisson-gamma models, but they are not covered here because they are seldom used in highway safety studies. The reader is referred to Cameron and Trevedi (1998) and Maher and Summersgill (1996) for a description of alternative variance functions.
zero, which means that the selection between these two models is dependent upon the value of $\alpha$. The parameter $\alpha$ is often referred to as the overdispersion parameter.$^{12}$

The Poisson-gamma/negative binomial model is the probably the most frequently used model in crash-frequency modeling. However, the model does have its limitations, most notably its inability to handle underdispersed data, and dispersion-parameter estimation problems when the data are characterized by the low sample mean values and small sample sizes (see Lord, 2006; Lord et al., 2009).

**Poisson-Lognormal Model**

Recently, some researchers have proposed using the Poisson-lognormal model as an alternative to the negative binomial/Poisson-gamma model for modeling crash data (Miaou et al., 2003; Lord and Miranda-Moreno, 2008; Aquero-Valverde and Jovanis, 2008). The Poisson-lognormal model is similar to the negative binomial/Poisson-gamma model, but the $\exp(\varepsilon_i)$ term used to compute the Poisson parameter (see above) is lognormal rather than gamma distributed.

Although the Poisson-lognormal potentially offers more flexibility than the negative binomial/Poisson-gamma, it does have its limitations. For example, model estimation is more complex because the Poisson-lognormal distribution does not have a closed form and the Poisson-lognormal can still be adversely affected by small sample sizes and low sample mean values (Miaou et al., 2003).$^{13}$

---

$^{12}$ Usually the overdispersion parameter or its inverse is assumed to be fixed, but recent research in highway safety has shown that the variance structure can potentially be dependent on explanatory variables (Heydecker and Wu, 2001; Hauer, 2001; Miaou and Lord, 2003; Lord et al., 2005a; Cafiso et al., 2010b).

$^{13}$ Lord and Miranda-Moreno (2008) have shown that the conditions at which the small sample size and low sample mean problems occur are more extreme than those found
Zero-inflated Poisson and Negative Binomial

Zero-inflated models have been developed to handle data characterized by a significant amount of zeros or more zeros than the one would expect in a traditional Poisson or negative binomial/Poisson-gamma model. Zero-inflated models operate on the principle that the excess zero density that cannot be accommodated by a traditional count structure is accounted for by a splitting regime that models a crash-free versus a crash-prone propensity of a roadway segment. The probability of a roadway entity being in zero or non-zero states can be determined by a binary logit or probit model (see Lambert, 1992; Washington et al., 2003, 2010).

Since its inception, the zero-inflated model (both for the Poisson and negative binomial models) has been popular among transportation safety analysts (Shankar et al., 1997; Carson and Mannering, 2001; Lee and Mannering, 2002; Kumara and Chin, 2003; Shankar et al., 2003). Despite its broad applicability to a variety of situations where the observed data are characterized by large zero densities, others have criticized the application of this model in highway safety. For instance, Lord et al. (2005, 2007) argued that, because the zero or safe state has a long-term mean equal to zero, this model cannot properly reflect the crash-data generating process.\(^\text{14}\)

\(^\text{14}\) Recently, the problems associated with the long-term mean equal to zero have been discussed by other researchers (see, e.g., Malyshkina et al., 2009). As an alternative, Malyshkina and Mannering (2010a) have proposed a zero-state Markov switching count-data model for circumventing the problem of having the long-term mean equal to zero.
Conway-Maxwell-Poisson Model

The Conway-Maxwell-Poisson distribution is a generalization of the Poisson distribution and was first introduced by Conway and Maxwell (1962) for modeling queues and service rates. Shmueli et al. (2005) further explored the statistical properties of the Conway-Maxwell-Poisson distribution, and Kadane et al. (2006) developed conjugate distributions for the parameters. The Conway-Maxwell-Poisson can handle both underdispersed and overdispersed data, and several common probability density functions are special cases of the Conway-Maxwell-Poisson (for example, the geometric distribution, the Bernoulli distribution, and the Poisson distribution). This flexibility greatly expands the types of problems for which the Conway-Maxwell-Poisson distribution can be used to model crash frequency data.

This model has been recently applied in highway-safety research, and has been found to be comparable to the Poisson-gamma model for data characterized by overdispersion (Lord et al., 2007). However, its main advantage is related to data characterized by underdispersion. On the down side, this model can be negatively influenced by low sample mean, small-sample bias and, to date, there have not been any multivariate applications of the approach.

Gamma Model

The gamma model has been proposed by Oh et al. (2006) to analyze crash data exhibiting underdispersion (see also Cameron and Trivedi, 1998). This model can handle overdispersion and underdispersion and reduces to the Poisson model when the variance

---

15 Please see Sellers and Shmueli (2010), Guikema and Coffelt (2008) and Lord et al. (2009) for further details on the estimation properties and applications of this model.
is roughly equal to the mean of the number of crashes. Although this model performs well statistically, it is still a dual-state model, with one of the states having a long-term mean equal to zero (see the previous discussion of zero-inflated models). The gamma model has seen limited use since it was first introduced by Oh et al. (2006).

**Generalized Estimating Equation Model**

The generalized estimating equation model has been applied to highway safety analysis by Lord and Persaud (2000) to model crash data with repeated measurements. As discussed previously, one often has data from roadway entities (roadway segments or intersections) over multiple time periods which set up a serial correlation problem (see Liang and Zeger, 1986). The generalized estimating equation is not actually a regression model per se, but a method used to estimate models with data characterized by serial correlation. The generalized estimating equation model offers different approaches to handle serial correlation including independence, exchangeable, dependence, and auto-regressive type 1 correlation structures. Usually, the correlation structure in the estimation process has a minimal influence on the modeling output when count-data models are used with a complete dataset (few if any omitted variables), however, the selection of the correlation type can be critical when the database has omitted variables (Lord et al., 2005a; Halekoh et al., 2006; Lord and Mahlawat, 2009).

**Generalized Additive Models**

The generalized additive model has more flexibility than the traditional count-data models (see Hastie and Tibshirani, 1990; Wood, 2006). As discussed by Xie and Zhang (2008), generalized additive models provide a more flexible functional form which involves smoothing functions for the explanatory variables of the model. The smoothing
function represents a more flexible relationship in how explanatory variables are taken into account and this not limited to linear or logarithm relationships as is frequently used in traditional count models.

Although the generalized additive model can be more flexible than traditional count models, there are still limitations. First, because these models include more parameters, the estimation process can become very complex, especially when the default values are not used. Second, because generalized additive models use spline functions, they are more difficult to interpret than traditional count models. Third, the modeling results between generalized additive model and traditional models are likely to be similar if the explanatory variables are exogenous and the dependent variable has a linear or exponential relationship with them. Thus far, applications of generalized additive models to crash-frequency analysis have been limited to a few papers including Xie and Zhang (2008) and Li et al. (2009).

**Random-Effects Models**

As discussed at length previously, there may be reason to expect correlation among observations. This correlation could arise from spatial considerations (data from the same geographic region may share unobserved effects), temporal considerations (such as in panel data – where data collected from the same observational unit over successive time periods could share unobserved effects), or a combination of the two. To account for such correlation, random-effects models (where the common unobserved effects are assumed to be distributed over the spatial/temporal units according to some distribution and shared unobserved effects are assumed to be uncorrelated with explanatory variables) and fixed effects models (where common unobserved effects are accounted for by
indicator variables and shared unobserved effects are assumed to be correlated with independent variables) models can be considered. In the context of count models, Hausman et al. (1984) first examined random-effects and fixed-effects negative binomial models for panel data (which has temporal considerations) in their study of research and development patents.

Random-effects models rework the Poisson parameter as 
\[ \lambda_{ij} = \exp(\beta X_{ij}) \exp(\eta_j) \]
where \( \lambda_{ij} \) is the expected number of crashes for roadway entity \( i \) belonging to group \( j \) (for example, a spatial or temporal group expected to share unobserved effects), \( X_{ij} \) is a vector of explanatory variables, \( \beta \) is a vector of estimable parameters, and \( \eta_j \) is a random-effect for observation group \( j \).

The most common model is derived by assuming \( \eta_j \) is randomly distributed across groups such that \( \exp(\eta_j) \) is gamma-distributed with mean one and variance \( \alpha \) (see Hausman et al., 1984). As mentioned previously, the Poisson model restricts the mean and variance to be equal which in this case would be \( E[y_{ij}] = \text{VAR}[y_{ij}] \). However, with random-effects the Poisson variance to mean ratio is \( 1 + \lambda_{ij}/(1/\alpha) \).

Random-effects in the context of crash-frequencies have been studied by a number of researchers including Johansson (1996) (who studied the effect of a lowered speed limit on the number of crashes on roadways in Sweden), Shankar et al. (1998) (who compared standard negative binomial and random-effects negative binomial models in a study of crashes caused by median crossovers in Washington State), Miaou et al.

---

16 It should be pointed out that other formulations exist for defining random effects models, see for example Gelman and Hill (2007), McCulloch et al. (2008) and Bivand et al. (2008).

17 Using the same approach, the random effects negative binomial model can also be readily derived (see Hausman et al., 1984).
(2003) (who used random-effects in the development of crash-risk maps in Texas), and others (see Table 3).

**Negative Multinomial Models**

The problem of correlation among observations can also be addressed with a negative multinomial approach (Guo, 1996). This model is similar to the negative binomial in that it uses $\lambda_i = \text{EXP}(\beta X_i + \varepsilon_i)$, except now $\text{EXP}(\varepsilon_i)$ is associated with a specific entity (roadway segment, intersection) as opposed to a specific observation. This is an important distinction because, for example, if one is considering annual crash frequencies and with 5 years of data, each roadway entity will produce 5 observations that would each have their own $\text{EXP}(\varepsilon_i)$ in a standard negative binomial, which would create a potential correlation problem. For the negative multinomial model, at the segment/intersection level, the $\text{EXP}(\varepsilon_i)$ is again assumed a gamma-distributed error term with mean 1 and variance $\alpha$. Shankar and Ulfarsson (2003) presented an application of the negative multinomial model to crash frequency data and compare estimation results to standard negative binomial and random-effects negative binomial models (see also Hauer, 2004; Caliendo et al., 2007). Negative multinomial models cannot handle underdispersion and are susceptible to problems in the presence of low sample means and small sample sizes.

**Random-Parameters Models**

Random-parameter models can be viewed as an extension of random-effects models. However, rather than effectively only influencing the intercept of the model, random-parameter models allow each estimated parameter of the model to vary across
each individual observation in the dataset. These models attempt to account for the unobserved heterogeneity from one roadway site to another (Milton et al., 2008).

To allow for such random-parameters in count-data models, estimable parameters can be written as $\beta_i = \beta + \varphi_i$, where $\varphi_i$ is a randomly distributed term (for example a normally distributed term with mean zero and variance $\sigma^2$). With this equation, the Poisson parameter becomes $\lambda_i | \varphi_i = \exp(\beta X_i)$ in the Poisson model and $\lambda_i | \varphi_i = \exp(\beta X_i + \varepsilon_i)$ in the negative binomial/Poisson-gamma with the corresponding probabilities for Poisson or negative binomial now $P(y_i | \varphi_i)$. These models have been applied to crash-frequency data by Anastasopoulos and Mannering (2009) and El-Basyouny and Sayed (2009b). Because each observation has its own parameters, the final model will often provide a statistical fit that is significantly better than a model with traditional fixed parameters. However, random-parameter models are very complex to estimate, they may not necessarily improve predictive capability, and model results may not be transferable to other data sets because the results are observation specific (see Shugan, 2006; Washington et al., 2010).

**Bivariate/Multivariate Models**

Bivariate/Multivariate models become necessary in crash-frequency modeling when, instead of total crash counts, one wishes to model specific types of crash counts (for example, the number of crashes resulting in fatalities, injuries, etc.). Modeling the counts of specific types of crashes (as opposed to total crashes) cannot be done with independent count models because the counts of specific crash types are not independent (that is, the counts of crashes resulting in fatalities cannot increase or decrease without affecting the counts of crashes resulting in injuries and no injuries). To resolve this
problem, Bivariate/multivariate models are used because they explicitly consider the
correlation among the severity levels (for example) for each roadway entity (Miaou and
Song, 2005; Bijleveld, 2005, Song et al., 2006).

Bivariate models are used for jointly modeling two crash types (Subrahmainiam
and Subrahmainiam, 1973; Maher, 1990; N’Guessan et al., 2006; Geedipally and Lord,
2009; N’Guessan, 2010). Extensions to more than two crash types (multivariate-model
formulations) have been proposed including the multivariate Poisson model (Ma and
Kockelman, 2006), the multivariate negative binomial model (Winkerlman, 2003), and
the multivariate Poisson-lognormal model (Park and Lord, 2007; Ma et al., 2008; El-
Basyouny and Sayed, 2009a; Park et al., 2010). On the downside, bivariate/multivariate models are complex to estimate in that they require a formulation of a correlation matrix.

Finite Mixture/Markov Switching Models

Finite mixture/Markov switching models are a new type of model that can be used
to examine heterogeneous populations. Although this type of model has been around for
some time, they have recently become more popular because of the advancement in
computing power and technology (Frühwirth-Schnatter, 2006). For finite mixture models,
the assumption is that the overall data are generated from several distributions that are
mixed together implying that individual observations are generated from an unknown

---

18 Other researchers have also employed a variant of bivariate models and established a
non-linear function for modeling different crash types at the same time (Miaou and
Lord, 2003; Bonneson and Pratt, 2008).
19 Park and Lord (2007) have found the multivariate Poisson-lognormal model to be a
preferred choice in most applications because it can handle overdispersion and has a
fully general correlation structure.
number of subgroups. Markov Switching models also work on the assumption that a number of underlying distributions generate the data and that individual observations can switch among these distributions over time.

In recent years, a few researchers have examined the application of finite mixture models (Park and Lord, 2009; Park et al., 2009) and Markov switching models (Malyshkina et al., 2009; Malyshkina and Mannering, 2010a) to highway safety. Finite mixture and Markov switching models offer considerable potential for providing important new insights into the analysis of crash data, but these models are also quite complex to estimate.

**Duration Models**

Another way of framing the crash-frequency problem is to consider the time between crashes, as opposed to the frequency of crashes over some time period. The frequency of crashes and the time between crashes are obviously interrelated. In fact, count-data models (such as the standard Poisson model) imply an underlying distribution of time between crashes (for the standard Poisson the underlying time distribution is exponentially distributed), and a model of the duration of time between crashes can be aggregated to produce an expected frequency in any given period of time.

The most common duration-model approach is a hazard-based model that considers the conditional the probability of a crash happening at some time $t + dt$ given that it has been time $t$ since the last crash occurred. Hazard-based models can be estimated under a wide variety of distributional assumptions and non-parametric forms
and allow important inferences to be made on how the probabilities of having a crash change over time (see Washington et al., 2003, 2010).\textsuperscript{20}

Hazard-based duration models can be quite sophisticated in terms of their ability to handle data and common problems associated with crash data (unobserved heterogeneity, etc.) and can offer insights relating to duration effects. As an example, instead of considering the number of crashes individual drivers had over their lifetimes, Mannering (1993) used a hazard-based duration model to study the factors affecting the time between their crashes. The results of this study found interesting duration effects in that the longer males went without having a crash, the less likely they were to have a crash soon, but that the length of time females went without a crash was found to have no statistically significant effect on their crash probabilities.

There is considerable potential for the future application of duration models to crash frequency analysis, but the level of data required in terms of the timing of crashes and the values of explanatory variables and how they change over time can be prohibitive in many instances.

**Hierarchical/Multilevel Models**

Hierarchical models are used for analyzing data that are characterized by correlated responses within hierarchical clusters. In highway safety, crash data could be seen as exhibiting several levels of hierarchy. For instance, the lowest level of the hierarchy could be the crashes themselves. Then, the next level could be the type of vehicle (passenger cars, trucks, etc.). For the subsequent one, it could be the accident

\textsuperscript{20} Jovanis and Chang (1989) applied hazard models to study the time until a crash on individual trips for commercial trucks. And, Chang and Jovanis (1990) conceptually explored some potential applications of these models to studying crash occurrences.
location on the transportation network, and so on. With this type of model, the primary assumption is that correlation may exists among crashes occurring for the same kind of vehicle and location, because they may share unobserved characteristics related to the vehicle type or location. Not considering the potential hierarchical structure of the data (the potential of a complex correlation structure) may lead to poorly estimated coefficients and associated standard errors, particularly when they are modeled using a traditional count-data modeling approaches (Skinner et al., 1989; Goldstein, 1995). On the other hand, depending upon the study objectives, these models may not be warranted, even if correlations considered are not large (de Leeuw and Kreft, 1995) and the modeling output may be difficult to interpret, especially by non-statisticians (Pietz, 2003). There have been a number of applications of hierarchical models to crash data (Jones and Jørgenson, 2003; Kim et al., 2007).

Neural, Bayesian Neural Network, Support Vector Machine Models

Neural and Bayesian neural network models are functions that are defined using multilevel network structures (Liang, 2005). The network structure consists of a series of nodes and weight factors that link the various nodes together in hierarchical manner: input layer, hidden layer, and output layer. Although both Neural and Bayesian neural network models have similar modeling processes, they are actually different in the way they predict the outcome variables. For neural networks, the weights are assumed fixed, whereas for Bayesian neural networks, the weights follow a probability distribution and the prediction process needs to be integrated over all the probability weights. These

21 It has been argued that hierarchical models are really a class of random effects models because they attempt to capture correlations among groups of data. Other researchers, however, consider these models on a class of their own (Gelman and Hill, 2007).
models have been used in highway safety (Abdelwahab and Abdel-Aty, 2002; Chang, 2005; Riviere et al., 2006; Xie et al., 2007) mainly as a predictive tool. Overall, these models tend to exhibit better linear/non-linear approximation properties than traditional count-model approaches. However, these models often cannot be generalized to other data sets (Xie et al., 2007).

Support vector machine models, which are based on statistical learning theory, are a new class of models that can be used for predicting count-frequencies (Kecman, 2005). These models are a set of related supervised learning methods used for classification and regression, and possess the well-known ability of being able to approximate any multivariate function to any desired degree of accuracy. Statistical learning theory and structural risk minimization are the theoretical foundations for the learning algorithms of support vector machine models. It has been found that these models show better or comparable results to the outcomes estimated by neural networks and other statistical models (Kecman, 2005).

Support vector machine models have recently been introduced for other transportation applications (see Zhang and Xie, 2007), including for predicting crashes (Li et al., 2008). However, they are complex to estimate and, like neural and Bayesian neural network models, these models often cannot be generalized to other data sets. Another general criticism of neural, Bayesian neural network, and support vector machine models is that they all tend to behave as black-boxes in that they do not provide the interpretable parameters one gets when using traditional crash-frequency models.\(^{22}\)

---

\(^{22}\) Other recently proposed methods include multivariate adaptive regression splines (Haleem and Abdel-Aty, 2010), the application of reliability processes (Haleem et al., 2010), and the use of genetic programming (Das et al., 2010).
PARAMETER ESTIMATION METHODS

Maximum likelihood estimation and Bayesian methods are the two most common methods used for crash-frequency models. The main advantage of the maximum likelihood estimation is that closed-form functions often exist for the most common distributions used. On the other hand, maximum likelihood estimation cannot be used when the likelihood function is difficult to characterize.

Bayesian estimating methods have been gaining in popularity due to advances in computing methods (Gilks et al., 1996). Bayesian models have the advantage of being able to handle very complex models, especially those that do not have easily calculable likelihood functions. Using Markov Chain Monte Carlo (MCMC) methods, a sampling-based approach to estimation that is well suited for Bayesian models, complex functional model forms can be handled. For instance, random-parameter and Markov switching models are more easily estimated using MCMC simulation. However, even with the great computational benefits provided by Bayesian models, the simulation time for the Markov Chain Monte Carlo simulation can still be a barrier to complex model forms. The simulation time, which is a function of the size of the sample and the complexity of the model structure, can take several days and this time-issue can still be a limiting factor in the complexity of the model.23

---

23 For an example of this, Malyshkina and Mannering (2010a) estimated a Markov switching model of crash frequencies using Markov Chain Monte Carlo simulation. However, they had to aggregate the data over a year instead of the weekly data they used previously (Malyshkina et. al, 2009) to be able to estimate the model due to the computing time and computational capacity required.
SUMMARY AND CONCLUSIONS

As the preceding discussion indicates, crash-frequency data pose formidable problems in terms of data characteristics (overdispersion, underdispersion, time-varying explanatory variables, low sample means and size, crash-type correlation, underreporting of crashes, omitted variables bias, and issues related to functional form and fixed parameters). To deal with these data-related problems, innovative methodological approaches have been introduced in an attempt to improve the statistical validity of findings. In the past few years in particular, this stream of methodological innovation has introduced some very exciting statistical approaches. Random-parameter models, finite mixture models, Markov switching models and others all hold great promise in improving our understanding of the factors that affect the frequency of crashes. And, one would expect that in the coming years, variations and refinements of these more advanced models could help reveal new insights.24

---

24 However, there is also a practical side of crash-frequency analysis which often presents researchers with the need to trade-off the level of methodological sophistication with the ability to forecast the number of crashes to help governmental agencies set safety policy and allocate safety resources. A classic example of this is the somewhat common practice of developing models to predict crash frequencies using only traffic volumes as explanatory variables. From a pragmatic point of view, such models are relatively simple and they use explanatory variables that can be readily forecast. Unfortunately, from a statistical point of view, such a simple model will have a clear omitted-variables bias which will result in incorrectly estimated parameters and thus errors in forecasting. Resolving this omitted-variables problem comes at a cost that includes the need for much more data for model estimation (in terms of additional explanatory variables needed for model estimation) and the ability to forecast the additional variables that are likely to be found significant in model estimation (levels of precipitation, friction coefficients of the pavement, and so on). Aside from this omitted variables trade-off example, there are countless other trade-offs one may have to make during the model development (for example, how one handles unobserved heterogeneity, time varying explanatory variables and so on).
This paper shows a steady advancement of research in crash-frequency data analysis over the years. For the most part, researchers have spent an extraordinary amount of effort in developing models with superior statistical fit and/or predictive capabilities. But it is important to keep in mind that this work has been inherently limited by the available data which has been overly restrictive in terms of the insights that could be made and the statistical methodologies that could be developed to generate these insights. The anticipated availability of new data that includes detailed driving data (acceleration, braking and steering information, driver response to stimuli, etc.) and crash data (from vehicle black boxes) holds considerable promise for the future development of the field. When these data become available to the full research community, an entirely new direction of research could potentially open up – one that would provide exciting new insights into fundamental cause and effect relationships as they relate to motor-vehicle crash frequencies.\(^{25}\)
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\(^{25}\) There is a body of work from other fields that could be used as a starting point in this endeavor. See, for example, the work on causal-relationship models by Rubin (1978; 1991) and Pearl (2000). Recently, a Transportation Research Board sub-committee associated with the development of the forthcoming Highway Safety Manual has put forward a document detailing the importance of including causal-relationships in future model development (Transportation Research Board, 2009). Elvik (2003) and Davis (2004) have also discussed this important issue for highway safety analyses.
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Table 1. Data and Methodological Issues Associated with Crash-Frequency Data.

<table>
<thead>
<tr>
<th>Data/Methodological Issue</th>
<th>Associated Problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overdispersion</td>
<td>Can violate some the basic count-data modeling assumptions of some modeling approaches</td>
</tr>
<tr>
<td>Underdispersion</td>
<td>As with overdispersion, can violate some the basic count-data modeling assumptions of some modeling approaches</td>
</tr>
<tr>
<td>Time-varying explanatory variables</td>
<td>Averaging of variables over studied time intervals ignores potentially important variations within time intervals – which can result in erroneous parameter estimates</td>
</tr>
<tr>
<td>Temporal and spatial correlation</td>
<td>Correlation over time and space causes losses in estimation efficiency</td>
</tr>
<tr>
<td>Low sample mean and small sample size</td>
<td>Causes an excess number of observations where zero crashes are observed which can cause errors in parameter estimates</td>
</tr>
<tr>
<td>Injury severity and crash type correlation</td>
<td>Correlation between severities and crash types causes losses in estimation efficiency when separate severity-count models are estimated</td>
</tr>
<tr>
<td>Under reporting</td>
<td>Under reporting can distort model predictions and lead to erroneous inferences with regard to the influence of explanatory variables</td>
</tr>
<tr>
<td>Omitted variables bias</td>
<td>If significant variables are omitted from the model, parameter estimates will be biased and possibly erroneous inferences with regard to the influence of explanatory variables will result</td>
</tr>
<tr>
<td>Endogenous variables</td>
<td>If endogenous variables are included without appropriate statistical corrections parameter estimates will be biased and erroneous inferences with regard to the influence of explanatory variables may be drawn</td>
</tr>
<tr>
<td>Functional form</td>
<td>If incorrect functional for is used, the result will be biased parameter estimates and possibly erroneous inferences with regard to the influence of explanatory variables</td>
</tr>
<tr>
<td>Fixed parameters</td>
<td>If parameters are estimated as fixed when they actually vary across observations, the result will be biased parameter estimates and possibly erroneous inferences with regard to the influence of explanatory variables</td>
</tr>
</tbody>
</table>
Table 2. Summary of Existing Models for Analyzing Crash-Frequency Data

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson</td>
<td>Most basic model; easy to estimate</td>
<td>Cannot handle over- and under-dispersion; negatively influenced by the low sample mean and small sample size bias</td>
</tr>
<tr>
<td>Negative binomial/Poisson-gamma</td>
<td>Easy to estimate can account for overdispersion</td>
<td>Cannot handle under-dispersion; can be adversely influenced by the low sample mean and small sample size bias</td>
</tr>
<tr>
<td>Poisson-lognormal</td>
<td>More flexible than the Poisson-gamma to handle over-dispersion</td>
<td>Cannot handle under-dispersion; can be adversely influenced by the low sample mean and small sample size bias (less than the Poisson-gamma); cannot estimate a varying dispersion parameter</td>
</tr>
<tr>
<td>Zero-inflated Poisson and negative binomial</td>
<td>Handles datasets that have a large number of zero-crash observations</td>
<td>Can create theoretical inconsistencies; zero-inflated negative binomial can be adversely influenced by the low sample mean and small sample size bias</td>
</tr>
<tr>
<td>Conway-Maxwell-Poisson</td>
<td>Can handle under- and over-dispersion or combination of both using a variable dispersion (scaling) parameter</td>
<td>Could be negatively influenced by the low sample mean and small sample size bias; no multivariate extensions available to date</td>
</tr>
<tr>
<td>Gamma</td>
<td>Can handle under-dispersed data</td>
<td>Dual state model with one state having a long term mean equal to zero</td>
</tr>
<tr>
<td>Generalized estimating equation models</td>
<td>Can handle temporal correlation</td>
<td>May need to determine or evaluate the type of temporal correlation a priori; results sensitive to missing values</td>
</tr>
<tr>
<td>Model Type</td>
<td>Advantages</td>
<td>Disadvantages</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Generalized additive models</td>
<td>More flexible than the traditional generalized estimating equation models; allows non-linear variable interactions</td>
<td>Relatively complex to implement; may not be easily transferable to other datasets</td>
</tr>
<tr>
<td>Random-effects models</td>
<td>Handles temporal and spatial correlation</td>
<td>May not be easily transferable to other datasets</td>
</tr>
<tr>
<td>Negative multinomial</td>
<td>Can account for overdispersion and serial correlation; panel count data.</td>
<td>Cannot handle under-dispersion; can be adversely influenced by the low sample mean and small sample size bias</td>
</tr>
<tr>
<td>Random-parameters models</td>
<td>More flexible than the traditional fixed parameter models in accounting for unobserved heterogeneity</td>
<td>Complex estimation process; may not be easily transferable to other datasets</td>
</tr>
<tr>
<td>Bivariate/multivariate models</td>
<td>Can model different crash types simultaneously; more flexible functional form than the generalized estimating equation models (can use non-linear functions)</td>
<td>Complex estimation process; requires formulation of correlation matrix</td>
</tr>
<tr>
<td>Finite mixture/Markov Switching</td>
<td>Can be used for analyzing sources of dispersion in the data</td>
<td>Complex estimation process; may not be easily transferable to other datasets</td>
</tr>
<tr>
<td>Duration models</td>
<td>By considering the time between crashes (as opposed to crash frequency directly), allows for a very in-depth analysis of data and duration effects</td>
<td>Requires more detailed data than traditional crash frequency models; time-varying explanatory variables are difficult to handle</td>
</tr>
<tr>
<td>Hierarchical/Multilevel Models</td>
<td>Can handle temporal, spatial and other correlations among groups of observations</td>
<td>May not be easily transferable to other datasets; correlation results can be difficult to interpret</td>
</tr>
<tr>
<td>Model</td>
<td>Advantages</td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Neural Network, Bayesian Neural Network, and support vector machine</td>
<td>Non parametric approach does not require an assumption about distribution of data; flexible functional form; usually provides better statistical fit than traditional parametric models</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex estimation process; may not be transferable to other datasets; work as black-boxes; may not have interpretable parameters</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Summary of Previous Research Analyzing Crash-Frequency Data

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Previous Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson</td>
<td>Jovanis and Chang (1986); Joshua and Garber (1990); Jones et al. (1991); Miaou and Lum (1993); Miaou (1994)</td>
</tr>
<tr>
<td>Negative binomial/Poisson-gamma</td>
<td>Maycock and Hall (1984); Hauer et al. (1988); Brüde and Larsson (1993); Bonneson and McCoy (1993); Miaou (1994); Persaud (1994); Kumala (1995); Shankar et al. (1995); Poch and Mannering (1996); Maher and Summersgill (1996); Mountain et al. (1996); Milton and Mannering (1998); Brüde et al. (1998); Mountain et al. (1998); Karlaftis and Tarko (1998); Persaud and Nguyen, 1998; Turner and Nicholson (1998); Heydecker and Wu (2001); Carson and Mannering (2001); Miaou and Lord (2003); Amoros et al. (2003); Hirst et al. (2004); Abbas (2004); Lord et al. (2005a); El-Basyouny and Sayed (2006); Lord (2006); Kim and Washington (2006); Lord and Bonneson (2007); Lord et al. (2009); Malyshkina and Mannering (2010b); Daniels et al. (2010); Cafiso et al. (2010a)</td>
</tr>
<tr>
<td>Poisson-lognormal</td>
<td>Miaou et al. (2005); Lord and Miranda-Moreno (2008); Aquero-Valverde and Jovanis (2008)</td>
</tr>
<tr>
<td>Zero-inflated Poisson and negative binomial</td>
<td>Miaou (1994); Shankar et al. (1997); Carson and Mannering (2001); Lee and Mannering (2002); Kumara and Chin (2003); Shankar et al. (2003); Qin et al., 2004; Lord et al. (2005b); Lord et al. (2007); Malyshkina and Mannering (2010a)</td>
</tr>
<tr>
<td>Conway-Maxwell-Poisson</td>
<td>Lord et al. (2008); Sellers and Shmueli (2010)</td>
</tr>
<tr>
<td>Gamma</td>
<td>Oh et al. (2006); Daniels et al. (2010)</td>
</tr>
<tr>
<td>Generalized estimating equation models</td>
<td>Lord and Persaud (2000); Lord et al. (2005a); Halekoh et al. (2006); Wang and Abdel-Aty (2006); Lord and Mahlawat (2009)</td>
</tr>
<tr>
<td>Generalized additive models</td>
<td>Xie and Zhang (2008); Li et al. (2009)</td>
</tr>
<tr>
<td>Model Type</td>
<td>References</td>
</tr>
<tr>
<td>-----------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Random-effects models²</td>
<td>Johansson (1996); Shankar et al. (1998); Miaou and Lord (2003); Flahaut et al. (2003); MacNab (2004); Noland and Quddus (2004); Miaou et al., (2003); Miaou et al., (2005); Aquero-Valverde and Jovanis (2009); Li et al. (2008); Quddus (2008); Sittikariya and Shankar (2009); Wang et al. (2009); Guo et al. (2010)</td>
</tr>
<tr>
<td>Negative multinomial</td>
<td>Ulfarsson and Shankar (2003); Hauer (2004); Caliendo et al. (2007)</td>
</tr>
<tr>
<td>Random-parameters models</td>
<td>Anastasopoulos and Mannering (2009); El-Basyouny and Sayed (2009b)</td>
</tr>
<tr>
<td>Bivariate/multivariate models</td>
<td>Miaou and Lord (2003); Miaou and Song (2005); N’Guessan and Langrand (2005a); N’Guessan and Langrand (2005b); Bijleveld (2005); Song et al. (2006); Ma and Kockelman (2006); Park and Lord (2007); N’Guessan et al. (2006); Bonneson and Pratt (2008); Geedipally and Lord (2009); Ma et al. (2008); Depaire et al. (2008); Ye et al. (2009); Aguero-Valverde and Jovanis (2009); El-Basyouny and Sayed (2009a); N’Guessan (2010); Park et al. (2010)</td>
</tr>
<tr>
<td>Finite mixture/Markov switching</td>
<td>Malyshkina et al. (2009); Park and Lord (2009); Malyshkina and Mannering (2010a); Park et al. (2010)</td>
</tr>
<tr>
<td>Duration models</td>
<td>Jovanis and Chang (1989); Chang and Jovanis (1990); Mannering (1993); Chung (2010)</td>
</tr>
<tr>
<td>Hierarchical/Multilevel Models</td>
<td>Jones and Jørgensen (2003); Kim et al. (2007)</td>
</tr>
<tr>
<td>Neural Network, Bayesian Neural Network, and support vector machine</td>
<td>Abdelwahab and Abdel-Aty (2002); Chang (2005); Riviere et al. (2006); Xie et al. (2007); Li et al. (2008)</td>
</tr>
</tbody>
</table>

¹ This is a representative, but not a comprehensive list of references.
² Includes spatial statistical models.